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Master en Ingénieur Civil en Informatique

Automatic Design of Robot Swarms by Demonstration:
Addressing Sequences of Missions via Multi-Criteria Design

by Jeanne Szpirer

Le design automatique est une approche prometteuse pour la réalisation d’essaims de
robots. La littérature traditionnelle dans ce domaine s’est toujours concentrée sur les mis-
sions de robotique en essaim qui considèrent un but unique, qui est typiquement défini par
l’optimisation d’une fonction objective. Dans ce mémoire, ces deux hypothèses de travail
sont remises en question. Une méthode de conception automatique appelée Demo-Fruit

est introduite pour produire des logiciels de contrôle pour les essaims de robots. La par-
ticularité de Demo-Fruit est qu’elle peut fonctionner sur des missions de robotique en
essaim qui sont spécifiées comme des séquences de sous-missions. En outre, les missions à
effectuer sont présentées au système par des démonstrations intuitives du positionnement
souhaité des robots dans les deux sous-missions.

L’adressage de séquences de missions est un problème multicritère : chaque sous-mission
de la séquence est un critère à satisfaire pendant l’exécution de la mission. En ce sens,
l’objectif de Demo-Fruit est de produire des essaims de robots dans lesquels les robots
exécutent bien les deux sous-missions, avec un compromis neutre. Dans ce mémoire, une
analyse comparative de deux méthodologies d’optimisation multiobjectif a été réalisée: la
méthode de la somme pondérée, qui simplifie le problème en un contexte mono-objectif, et
un processus d’optimisation récemment développé basé sur irace, AutoMoDe-Mandarina.
L’apprentissage par démonstration de Demo-Fruit est réalisé à l’aide de l’apprenticeship
learning via l’apprentissage par renforcement inverse.

Le problème de conception abordé avec Demo-Fruit n’a pas été traité dans le passé,
il était nécessaire de créer un protocole d’évaluation pour cette méthode. Pour ce faire,
des efforts ont été consacrés à la conception d’un dispositif expérimental et d’un proto-
cole d’évaluation. Les expériences sont menées à l’aide de simulations, elles portent sur
douze paires de sous-missions qui posent différents défis à l’essaim de robots. Les résultats
montrent que Demo-Fruit a la capacité d’aborder des séquences de missions. En outre, il
est possible d’étendre l’approche de l’apprentissage par démonstration pour indiquer les
tâches séquentielles que les robots doivent effectuer. Les deux approches d’optimisation
étudiées produisent des comportements collectifs comparables et peuvent aborder les mis-
sions proposées de manière similaire.

Mots-clés : robotique d’essaims; Demo-Cho; design multi-critère; optimisation multi-
objectif; AutoMoDe.



Abstract

Automatic design is a promising approach for the realization of robot swarms. Traditional
literature in this domain has always focused in swarm robotics missions that consider a
single goal, which is typically specified by a mathematical formulation in the form of an
objective function to be optimized. In this thesis, these two working hypothesis are chal-
lenged.
We introduce an automatic design method named Demo-Fruit to produce control soft-
ware for robot swarms. The particularity of Demo-Fruit is that it can operate over
swarm robotics missions that are specified as sequences of sub-missions. That is, missions
in which the swarm must perform a first task for some time, and then transition to a
second task. Moreover, the missions to be performed are presented to the system by
intuitive demonstrations of the desired positioning of the robots in the two sub-missions.

The problem of addressing sequences of missions is a multi-criteria problem: each sub-
mission in the sequence is a criteria to be satisfied during the execution of the mission.
In this sense, the goal of Demo-Fruit is to produce robot swarms in which the robots
perform well the two sub-missions, with a neutral compromise. In this master thesis, a
comparative analysis of two multi-objective optimization methodologies is conducted: the
weighted sum method, which simplifies the problem into a single-objective context, and
a recently developed optimization process based on irace, AutoMoDe-Mandarina. The
learning by demonstration component of Demo-Fruit is performed with apprenticeship
learning via inverse reinforcement learning.

The design problem addressed with Demo-Fruit has not been addressed in the past and,
therefore, there was a need to create a evaluation protocol to assess the performance of
the method. To do so, in this thesis, efforts were devoted to conceive and implement
an experimental set-up and evaluation protocol that would facilitate the study the au-
tomatic design of robot swarms in sequences of missions and by using demonstrations.
Experiments are conducted with simulations. The experiments consider twelve pairs of
sub-missions that pose different challenges to the robot swarm. The results show that
Demo-Fruit has capabilities to tackle the sequences of missions. Moreover, the research
showed that it is possible to extend the learning by demonstration approach to indicate
multiple task that the robots must perform in a single deployment—although, limited so
far to tasks to be performed in sequence. The results showed also that the two optimiza-
tion approaches under study produce comparable collective behaviors, and can tackle the
proposed missions in a similar way.

Keywords: swarm robotics; Demo-Cho; multi-criteria design; multi-objective optimiza-
tion; AutoMoDe.
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Chapter 1

Introduction

Swarm robotics [1, 2] involves the use of swarm intelligence [3] to autonomously control
groups of robots, orchestrating them to carry out specific missions, assignments that the
robots have to carry out and can be assessed through a performance measure. The main
feature is that robots have exclusive access to local information about their peers and the
surrounding environment, resulting in a decentralized, self-organizing system. This par-
ticular behavior generates a number of advantages, including scalability, fault tolerance
and flexibility.

Despite the advantages arising from decentralized, self-organizing system, a challenge in-
herent to the field of swarm robotics is surfacing, namely the problem of the micro-macro
linkage [4]. This highlights the link between the desired collective behavior exhibited
by a group of robots and the formulation of individual behaviors. Currently, a general
methodology for designing the behavior of individual agents within a swarm of robots
undertaking a specific task remains absent from the literature.

Various methods have been presented throughout the study of this field. Firstly, manual
design, where an expert designer uses trial and error to produce control software for robots
[5]. This method does not always work in a reasonable amount of time, and requires a
great deal of human resources, as well as expertise in this restricted field.

Automatic methods, without human intervention, have been proposed to overcome the
above-mentioned problems. In most cases, neuroevolutionary robotics techniques [6] are
used. The controllers of the various agents are artificial neural networks (ANNs) which
use the values returned by the sensors present on the robots as input, and output the be-
haviour to adopt. The neural network weights are optimized using a performance measure
specific to the mission for which the control software is to be supplied. This performance
is measured at the level of the swarm, thus avoiding an explicit switch from group to
individual behavior. ANNs can be adapted to any mission constrained by sensors and
actuators, but the adaptation to the real situation is compromised by the reality gap.
Indeed, ANNs tend to overfit during simulations, increasing variance and creating non-
scalable controllers.

A way of reducing this variance and increasing the bias in automatically generated control
software has been proposed: automatic modular design. AutoMoDe [7] offers a family
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CHAPTER 1. INTRODUCTION

of these automatic modular designs. The basic principle is to control the agents using
probabilistic finite state machines (PFSMs) composed of limited collection of states and
transitions defined for each flavour of the family. By limiting the possibilities, the capacity
for perfect representation in simulation is reduced and thus so is the reality gap.

However, there remains a challenge for these two automatic methods of design creation:
the performance measurement, usually presented in the form of an objective function, has
to be designed manually. It is not trivial to define this function for missions that may
appear simple, but are carried out by a swarm. Even experts encounter challenges as
missions evolve to encompass greater degrees of complexity.

Demo-Cho [8] is an alternative solution to this problem. This new method adapts ap-
prenticeship learning to the field of swarm robotics, to create control software capable of
performing a task demonstrated by an expert. Experts no longer have to formalize mis-
sions, but rather show the swarm the desired result. The objective function is an implicit
reward function learned by the algorithm thanks to the demonstrations. This solution has
shown good results on a series of missions often used in the literature concerning swarm
robotics.

In order to go further, to extend the possibilities of using the demonstration for de-
sign automation and to meet future expectations, it is interesting to consider sequences of
missions. Instead of having one final objective, two objectives can be designed and must
be achieved sequentially. The questions to be asked are how to demonstrate a mission
sequence, what technique to use to represent the implicit objective function and then
optimize it, and how to tell the robots to change mission?

To answer these questions, Demo-Fruit was developed, an extension to Demo-Cho that
optimizes automatic designs for mission sequences based on demonstration sequences.
This new method relies on Demo-Cho for the overall structure, including demonstrations,
apprenticeship learning and feature representation. A new flavour of AutoMoDe was used
to build the final PFSMs, TuttiFrutti [9] enabling communication using color emission
and perception.

The main challenge is that demonstration sequences, by their very nature, introduce
a notion of selection preference within a multi-criteria problem, each sub-mission of the
sequences being a new criteria. Different ways of optimizing PFSMs are used in order to
compare the different existing methods, even though few studies have been carried out
on this subject. For instance, should a controller that optimally enhances the initial part
be deemed superior to one that enhances both part but not to a perfect degree? The two
methods tested are the aggregation of information into a weighted sum, thus working with
a single-objective optimization, and the non-aggregation method, which forces to solve a
multi-objective optimization problem.

Finally a method evaluation protocol was set-up using different metrics and visual inspec-
tion to assess the performance of Demo-Fruit since no methodology has been proposed in
the literature for this type of experiment. The protocol is composed of a series of mission
sequences also specifically designed to evaluate Demo-Fruit.
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CHAPTER 1. INTRODUCTION

The master thesis develops in the following sections, first, a state of the art of the ex-
isting methods and the concepts needed to understand the project. Then, the methods
used to construct Demo-Fruit from the demonstrations to the optimization of PFSM.
The experimental set-up and procedural protocol are formulated before presenting the
results obtained using the two distinct optimization methodologies. Finally, these results
are discussed and conclusions are presented.
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Chapter 2

Related Work

Evolutionary algorithms make it possible to represent any mission and adapt the behav-
ior of a swarm of robots automatically in simulation, but suffer from a significant reality
gap. On the other hand, automatic modular design introduces the bias needed to reduce
this reality gap. However, both methods still rely on the knowledge of experts capable of
formulating objective functions to characterize the swarm’s performance. Demonstrations
can be a solution for eliminating the need to explicitly formulate reward functions.
In addition, the missions chosen may have one or more objectives, raising the question of
single or multi-optimization of the control design of a swarm of robots.

The aim of this master thesis is to investigate the possibility of extending demonstration-
based learning to sequences of missions to be carried out by swarms of robots.

This chapter is structured as follows: the section 2.1 begins by defining swarm robotics
and its main features. Then, the design of swarms of robots is tackled in the section 2.2
and covers the different existing techniques, i.e. manual design and automatic design via
evolutionary algorithms, automatic modular design and learning by demonstration. The
single and multi-optimization techniques used for robot swarm design are presented re-
spectively in sections 2.3 and 2.4. Finally, the use of mission sequences for swarm robotics
in the literature is presented in section 2.5.

2.1 Swarm Robotics

Swarm robotics uses swarm intelligence, the collective behaviour of decentralised, self-
organised systems [2], to design and control groups of robots performing the same task.
For these two concepts, systems are generally simple agents that interact locally with each
other. In the specific context of robots, agents are simple robots whose behaviour results
from local interactions between them and their environment.
Robot swarms are defined by different criteria:

• Robots and their possible behaviors are simple.

• Robots are homogeneous (swarms with heterogeneous robots also exist [10]).

• Robots interact only locally with themselves and their environment, they do not
have access to global information.

6



CHAPTER 2. RELATED WORK

• Global behaviour emerges from these interactions.

The above characteristics can be used to generate group behaviour with the following
properties:

• Fault tolerant: decentralisation means that all the robots are interchangeable; they
are not individually responsible for overall behaviour, there is no leader. If one is
defective, it will be replaced by another agent.

• Scalable: robots only use local information. This assumes that the available neigh-
borhood information remains virtually unchanged when the number of robots in the
swarm changes, without going to extremes.

• Flexibility: robots themselves decide to dynamically allocate themselves to different
tasks to achieve the objective, this is self-organization. If the environment changes,
each robot will adapt its behaviour to best match the new requirements and condi-
tions in which it finds itself.

2.2 Design of Robot Swarms

So far, there is no specific, defined way of designing a swarm robot. The first technique
developed is the manual design of the behaviour of a swarm by describing the behaviour
of a robot, observe the result and adapt the control software until the desired collective
behaviour is reached. This method can be beneficial in cases where knowledge is neces-
sary and known, but most of the time it is a long and inefficient process. This is called
behavior-based design [5].

In order to be able to carry out increasingly complex tasks without increasing the knowl-
edge required, it was necessary to develop automatic swarm design methods. All evolu-
tionary algorithms have been adapted to suit the design of a group of robots. However
this technique shows a large reality gap. In this context, automatic modular design has
been developed to reduce this gap. However, expert knowledge is still required to formu-
late the reward function associated with each assignment. Design by demonstration is a
new alternative that avoids the explicit formulation of objective functions. These three
methods are presented in more detail below.

2.2.1 Evolutionary Robotics

Evolutionary robotics (ER) is an approach using Darwin’s principles of natural selection to
generate controllers for robots [11], so entities adapt to their environment autonomously.
Controller optimization begins with the generation of random designs represented as geno-
types containing all the parameters to optimize with regards to some evaluation metrics.
The worst ones are eliminated and replaced by combinations or mutations of other indi-
viduals in the population exactly as in evolutionary computation [12].
However, the design of control software for mobile robots interacting with their envi-
ronment is complicated and time-consuming. One way of improving the algorithm is to
introduce artificial neural networks (ANN) for each of the robots [13]. This particular
way of optimizing an autonomous system is called neuroevolutionary [6, 14].

7



CHAPTER 2. RELATED WORK

Figure 2.1: Example of a probabilistic finite state machine [23]. Circles represent atomic
behaviors and diamonds are conditional state transitions.

The techniques of evolutionary robotics were then adapted to swarms to create complex
behaviours for sets of autonomous robots [15, 16]. For swarms of robots, the algorithm
works in the same way, ANN makes the link between sensored measures and behaviour.
A genotype represents the parameters of an ANN used to control a swarm agent, and is
optimised through iterations of the genetic algorithm. To test an ANN and evaluate its
performance, it is applied to the agents in a swarm simulating a mission several times.
The final performance is the average of the performances of the different runs.
Nonetheless ERs try to minimise the impact and therefore the bias introduced by design-
ers on controllers [17, 18]. However, reducing the bias increases the variance, leading to
non-scalable controllers and, for example, large drop in performance due to the reality
gap [19].
An application of ER to swarm robotics called EvoStick was presented by Francesca et
al. [7].

2.2.2 Automatic Modular Design

In order to increase the robustness of the controller design method, work has been carried
out on the bias-variance tradeoff described for machine learning [20]. It has been shown
that introducing a bias reduces the variance and therefore the effects of the reality gap.
Indeed, the variability of the biases reduces overfitting, which prevents the system from
adapting to different environments and possible setups [21]. In this context, Francesca et
al. [7] have developed a more robust controller design method called AutoMoDe (auto-
matic modular design).

The basic principle is to offer a robot controller in the form of a probabilistic finite
state machine (PFSM) [22]. The controller is therefore made up of a set of predefined
behaviour modules called atomic behaviors and linked together by conditional state tran-
sitions, an example can be seen at the figure 2.1. In order to find the optimal PFSM,
the search space, composed of all possible PFSM, needs to be explored by one the many
optimization algorithms, the ones used more often are detailed in the 2.3 section.

Different versions of AutoMoDe were developed through the years, these are briefly pre-
sented in the next section.

8



CHAPTER 2. RELATED WORK

AutoMoDe

Different specializations corresponding to different versions of the epuck-robot [24] [25].
These specializations, or flavours, are listed below.

AutoMoDe-Vanilla [7] AutoMoDe’s first flavour is a proof-of-concept that automati-
cally generates PFSMs to control a swarm of robots. The probabilistic finite state machine
is constructed from the tunable modules listed in Table 2.1. As the optimization algo-
rithm, F-Race 2.3.2 is used. Two distinct tasks were employed to compare the design
of control software for a collective of robots: specifically, foraging and aggregation.
The missions were carried out in simulation and in real-life situations to measure the
effect of the reality gap. In order to obtain the expected performance of AutoMoDe-
Vanilla and EvoStick, 20 different experiments were launched for each of the methods,
in simulation and in reality. Only one run was used to assess these stochastic optimiza-
tion methods [26]. AutoMoDe-Vanilla and EvoStick were also compared with human
experts, Francesca et al. [27] proposed two different manual methods : U-Human and
C-Human. The former allows experts to implement control software without constraint,
while the latter must be a combination of the modules available with AutoMoDe-Vanilla.
C-Human performs significantly better than AutoMoDe-Vanilla, which in turn performs
significantly better than U-Human and EvoStick, these results are obtained by applying
a Friedmann test [28] with the task as blocking factor. These results highlight the main
advantage of AutoMoDe-Vanilla, which gives better software control than EvoStick, but
also the limitation introduced by the use of F-Race, which was improved in subsequent
research to obtain better results.

AutoMoDe-Chocolate [23] The results of AutoMoDe-Vanilla [7] showed a weakness
in the algorithm, which failed to outperform human experts. In order to confirm two
hypotheses: improving the optimization algorithm yields better results and, under certain
conditions, a design control software will be able to outperform C-Human [7]; AutoMoDe-
Chocolate has been developed. The only difference with Vanilla is the optimization
algorithm, since Iterated F-Race is used. For tests and results, the same missions as those
proposed by Francesca et al. [7] are used to compare the different methods. Finally,
under certain conditions, Chocolate outperforms Vanilla and C-Human. It is the first
automatic design to achieve this objective.

AutoMoDe-Gianduja [29] Gianduja is an extension to AutoMoDe-Chocolate that
allows robots to communicate by sending and receiving one single message. This message
allows a reaction when it is received, but also the approach behaviour of peers who spread
the message. Two behaviours (, attraction-to-message and repulsionfrom-message) are
added to those listed in the Table 2.1, along with two transitions, message-count and
inverted-message-count. AutoMoDe-Gianduja’s performance is assessed through three
missions: Aggregation, stop and decision [29], selected on the basis of the impact
that communication should have on the robots’ ability to perform the desired behaviour.
It is compared with the performance of AutoMoDe-Chocolate and EvoCom, an exten-
sion of EvoStick that allows the use of a message, on the same tasks. The results show
that AutoMoDe-Gianduja performs significantly better than AutoMoDe-Chocolate and
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Atomic Behavior Parameters Description

EXPLORATION τ ∈ [0, 100] movement by random walk

STOP None standstill state

PHOTOTAXIS k fixed to 5 movement towards the nearest light
if perceived; otherwise, straight move-
ment

ANTI-PHOTOTAXIS k fixed to 5 movement away from the nearest light
if perceived; otherwise, straight move-
ment

ATTRACTION α ∈ [1, 5] and k fixed
to 5

movement towards the center of mass
of the robots

REPULSION α ∈ [1, 5] and k fixed
to 5

movement away from the center of mass
of the robots

State Transition Parameters Description

BLACK-FLOOR β ∈ [0, 1] black floor beneath the robot

GRAY-FLOOR β ∈ [0, 1] gray floor beneath the robot

WHITE-FLOOR β ∈ [0, 1] white floor beneath the robot

NEIGHBOR-COUNT η ∈ [0, 20] and ξ ∈
{0, 10}

value of z(n) = 1
1+e(η(ξ−n)) , where n is

the number of neighboring robots

INVERTED-

NEIGHBOR-COUNT

η ∈ [0, 20] and ξ ∈
{0, 10}

value of 1−z(n), where n is the number
of neighboring robots

FIXED-PROBABILITY β ∈ [0, 1] value of β

Table 2.1: Atomic Behaviors and Conditional State Transitions of the AutoMoDe-Vanilla
flavour
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EvoCom using meaningfully communication. However, AutoMoDe-Gianduja is more sen-
sitive to the noise perceived by the ground sensor 3.2.1.

AutoMoDe-Maple [30] Behaviour trees, defined by Marzinotto et al. [31], are con-
structed using the modules available with AutoMoDe-Chocolate, and the results ob-
tained on two missions: foraging and aggregation are compared with AutoMoDe-
Chocolate and EvoStick. The aim is to explore the possibility of using behaviour trees
to create automatic modular design. In the end, the results are similar to those obtained
using Chocolate. Further experiments are needed to study Maple’s potential more fully.

AutoMoDe-Waffle [32] When AutoMoDe-Waffle was introduced, the aim was to
show that the hardware could also be built using predefined modules. This new flavour is
an extension of AutoMoDe-Chocolate, with the same modules, transitions and optimiza-
tion algorithm. The choice of hardware is usually fixed and does not allow any flexibility
at this level. Three missions are used to determine Waffle’s performance: Anytime se-
lection, End time aggregation and foraging [32]. During testing, constraints may
or may not be imposed on the software and hardware control search algorithm; these may
be monetary or power constraints. The results show that software and hardware control
are highly dependent on the mission chosen and the budget imposed.

AutoMoDe-IcePop [33] AutoMoDe-IcePop differs from AutoMoDe-Chocolate only
in the optimization algorithm used. In this new flavour, component-based analysis [34] is
used to optimize the finite state machine made up of the same modules as AutoMoDe-
Chocolate. The comparison with AutoMoDe-Chocolate was based on two missions:
Aggregation with ambient cue (AAC) and foraging. The experimental results
suggest that IcePop is a viable solution for improving the optimization algorithm, but
other variants will have to be studied to differentiate the performance of the different
algorithms.

AutoMoDe-Coconut [35] AutoMoDe-Coconut is the first flavour for which the influ-
ence of the exploration scheme (such as random walks [36] [37]) has been studied. In this
proposal, the exploration scheme is configurable and AutoMoDe-Coconut should select
the most appropriate exploration to carry out three missions: foraging, aggregation
and grid exploration. Another specification is that the missions are also tested on an
unbounded version of the arena. The comparison with AutoMoDe-Chocolate does not
allow to clearly identify a difference in performance, the gaps in bounded arena are created
by the difference of size of the search space. When results on unbounded arena are ana-
lyzed performance and use of the modules still are the same. AutoMoDe-Chocolate works
well because of the combination of the modules and not on the schemes of exploration.

AutoMoDe-Cedrata [38] Like AutoMoDe-Maple, AutoMoDe-Cedrata creates a be-
haviour tree. The update consists of including new modules to allow the swarm to handle
a message transfer and creating new modules that are made for constructing behaviour
trees. The comparison is done on three missions : Foraging, aggregation marker
and stop; with three different ways to produce a control software, AutoMoDe-Maple
that creates behaviour trees with other modules, experts that are specialized in swarm
robotics but not in behaviour trees and a reference behaviour tree done by experts in this
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field. The flavour is able to produce well-performing instances of control softwares, in two
of the three missions AutoMoDe-Cedrata outperforms AutoMoDe-Maple. For the last
one, AutoMoDe-Maple outperforms everything because of its access to the ambient cue.
The optimization algorithm does not allow to have better results than the ones found by
humans. The behaviour trees can contain a lot of superfluous modules and Iterated F-
Race cannot distinguish that. Futhermore the communication works only if the modules
are tuned at the same signal which can happen by chance but is not something Iterated
F-Race is always trying to reach.

AutoMoDe-Arlequin [39] AutoMoDe-Arlequin is very similar to AutoMoDe-Chocolate
except that the six hand-coded modules are neural networks. To create these new be-
havioral modules objective functions describing the original six modules were given to
EvoStick. In order to assess the performance and bias/variance tradeoff, the results
on two missions : aggregation xor and foraging; were compared with AutoMoDe-
Chocolate and EvoStick. In simulation, AutoMoDe-Arlequin produces similar results
to AutoMoDe-Chocolate and EvoStick, but the reality gap is very wide, so AutoMoDe-
Chocolate remains the best design.

AutoMoDe-Mate [40] AutoMoDe-Mate was introduced to complete missions that mainly
concern the spatial organization of a swarm of robots. The modules are the same as
AutoMoDe-Chocolate, with the addition of Formation, which enables the robots to
form patterns with each other. The missions chosen to assess AutoMoDe-Mate’s per-
formance place particular emphasis on the positioning of the robots in space and their
ability to cover certain areas or not. In addition to AutoMoDe-Chocolate, EvoSpace
was used to compare results. EvoSpace is a neuro-evolutionary method for generating
fully-connected feed-forward artificial neural network by including the physical modules
available in AutoMoDe-Mate. For the three missions chosen AutoMoDe-Mate outper-
formed the other methods in the comparison and gave similar results when tested with
physical robots.

AutoMoDe-TuttiFrutti [9] AutoMoDe-TuttiFrutti’s special feature is the use of
robots capable of emitting and perceiving colours using RGB LEDs. The modules used
are extensions of those available with AutoMoDe-Vanilla for using colours. The missions
chosen to evaluate the new method use an arena that also emits colour. The performance
comparison is made with EvoColor, an extension of EvoStick that allows the use of
LEDs and colour sensors. AutoMoDe-TuttiFrutti uses colour-based information for its
chosen missions, whereas EvoColor does not necessarily produce collective behaviour us-
ing the emission and perception of colour. Overall, AutoMoDe-TuttiFrutti outperforms
EvoColor and is less affected by the reality gap.

2.2.3 Design by Demonstration

In all the design of swarm robotics presented before, an objective function needed to be
defined in order to assess the performance of the swarm and adapt the control software.
Only it is very complicated to define a task-specific objective function for a swarm, even
by an expert [4]. One way of overcoming this definition problem is to use the Appren-
ticeship Learning algorithm and AutoMoDe-Chocolate, which were applied by Gharbi to
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Figure 2.2: Graphical representation of the four first iterations of the apprenticeship
learning algorithm in a two-dimensional feature space. The green point, expected value,
is linearly separated thanks to a SVM from the red points, produced policies [8].

develop Demo-Cho [8].
Apprenticeship learning [41] means implicitly learning an objective function, to avoid
having to build one first. This has several advantages, notably the avoidance of the ob-
jective function, but also the ability of the algorithm to adapt to a wide range of tasks.
In order to produce the implicit objective function, features must be given to describe
the behaviour of the expert to reproduce. In the case of Demo-Cho, the assumption was
that features could be calculated from the robots’ final positions after an experiment.
The second hypothesis made is that the final objective function is a linear combination of
the features. In order to construct this implicit reward function with the expected values
and the features of the experiments over time, the linear kernel SVM concept is applied
[42, 43]. The figure 2.2 represents how the objective function production algorithm works
after a few iterations.

Once an objective function is proposed to describe the mission to be carried out it is given
to irace (section 2.3.4) to produce a PFSM with the modules of AutoMoDe-Chocolate.
The whole process is iterated a fixed number of times in order to increase the quality of
the proposed PFSM.

2.3 Single-Objective Optimization in the Automatic

Design

Each of the previously introduced methods for automatic design creation integrates single-
objective optimization notably through the implemented version of Iterated F-Race,
irace. Below, a review is provided concerning the established techniques utilized for
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the optimization of designs within the domain of swarm robotics.

Algorithms for solving standard optimization problems are generally used to determine
the optimum value for a large number of parameters specific to the problem in question.
Improving the performance of these algorithms is possible, but may result in the deter-
mination of hundreds of thousands of parameters [44, 45, 46, 47].
For a long time, the parameters of these algorithms were tuned manually during a tuning
phase before the algorithm was used. However, this method has a number of disadvan-
tages in terms of time and the bias introduced by the designer [48]. Automation has
rapidly come to play an increasingly important role in determining the parameters of
these algorithms. Several methods can be cited, including experimental design techniques
[49, 50], racing approaches [51] and statistical modelling approaches [52, 53].

Automatic algorithm configuration can be seen as the determination of optimal parame-
ters using training instances to generate an algorithm that performs optimally on unknown
instances, as a machine learning problem [54]. Two approaches can be used: offline or
online [48]. For the offline approach, two stages are clearly defined: the tuning phase and
the testing phase. In the first stage, configuration takes place on training instances before
testing on similar but unknown instances. On the other hand, when the online approach
is used, the parameters are adapted during the resolution of an instance [55, 56]. Some
parameters still need to be determined offline, which is why the two approaches can be
complementary [46].

In the context of modular automatic design, the automatic optimization algorithms used
are based on racing approaches. These will be detailed in the following sections in the case
of single-objective operations. The aim of the problem of optimizing a single objective is
to find the solution which minimises or maximises a criterion, an objective function for
example [57]. The multi-objective optimization (MOO) consists of the simultaneous and
continuous optimization of several objective functions [58] and this will be discussed in
the next section.

2.3.1 Racing Approach

When the parameters are optimized offline, a large number of parameter combinations
and training instances are available for choosing the best configuration during the tuning
phase. Racing allows parallel comparisons of the different models and quickly determines
which are better than the others, so that the worst performers can be eliminated [60].
This kind of approach was first introduce in the machine learning field by Maron et al.
[61] to solve the model selection and multimodel inference problems [62]. The racing
approach assesses a finite number of configurations at each step of the algorithm which
will be evaluated on the instance corresponding to the step. At each stage, each instance,
the remaining configurations are evaluated using a number of statistical tests and the
poorer candidates are eliminated. These eliminations allow to concentrate the efforts
on the most promising candidates. The number of stages is not determined in advance,
but adapts according to the statistical data collected as the computation progresses. The
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Figure 2.3: Graphical representation of the number of assessments required for the racing
(shadowed figure) and brute-force approaches (dashed rectangle). For the racing ap-
proach, as soon as the statistical tests provide sufficient evidence, some candidates can
be eliminated. On the other hand, the brute force approach evaluates all the candidates
with the same number of instances. The two areas are identical because the number of
simulations is determined [59].

graphical comparison between brute-force and racing approaches can be seen on figure 2.3.

A formal definition of the racing algorithm is proposed by Birattari et al. [51]. A
sequence of k instances ik is generated from the desired instance class I according to
the probability model PI . The cost of a single run for a candidate configuration θ on
an instance ik is noted as cθk. At step k of the algorithm, the evaluation sequence is as
follows:

ck(θ) = (cθ1, c
θ
2, ..., c

θ
k) (2.1)

A sequence of nested sets of configuration is generated as each step is completed.

Θ0 ⊇ Θ1 ⊇ Θ2 ⊇ ... (2.2)

where Θk is the set of remaining candidates after k steps. Details about the selection of
initial candidates can be found in [59]. The transition from Θk−1 to Θk is achieved by the
possible elimination of suboptimal candidates.
At step k, the remaining candidates forming Θk−1 are evaluated on a new instance ik.
Each cost cθk is added to the list ck−1(θ) to form the new sequence ck(θ) for each θ in Θk−1.
The step ends by defining Θk leaving out configurations of Θk−1 that are considered sub-
optimal by statistical tests applied to the array ck(θ) for all θ in Θk−1.
This step is iterated until only one configuration remains, the number of instances to be
tested has been reached or the budget allocated at the start has been exceeded.

2.3.2 F-Race

F-Race is a particular racing algorithm based on on the non-parametric Friedman’s two-
way analysis of variance by ranks [63] or just Friedman test. This algorithm was first
proposed by Birattari et al. [51]. It is used as optimization algorithm for the AutoMoDe-
Vanilla automatic modular design.
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A description of the F-Race algorithm can be given by means of an example, assuming
that step k has been reached and n represents the number of remaining configurations,
n = |Θk−1|. The Friedman test assumes that the costs are k mutually independent and
n-variate random variables

b1 = (cθ11 , cθ21 , . . . , cθn1 )

b2 = (cθ12 , cθ22 , . . . , cθn2 )
...

...
...

. . .
...

bk = (cθ1k , cθ2k , . . . , cθnk )

(2.3)

where each bl is called a block [64] and represents the computational results on an instance
il by the remaining configurations at step k.
Within these blocks, costs are listed in ascending order, average ranks are used in case
of ties. Rlj denotes the rank of the configuration θj in block bl, Rj =

∑k
l=1Rlj being the

sum of the ranks over all the instances il, 1 ≤ k ≤ l. The Friedman test made to do the
comparisons is the following [63]:

T =
(n− 1)

∑n
j=1(Rj − k(n+1)

2
)2∑k

l=1

∑n
j=1R

2
lj −

kn(n+1)2

4

(2.4)

Under the null hypothesis that all candidates in a block are equally matched, T approxi-
mately follows an χ2 distribution with n−1 degrees of freedom [65]. If T is more than the
1−α quantile of this distribution, the null hypothesis can be rejected at the approximate
α level meaning that at least one of the candidates can be considered significantly better
than the others.
If the null hypothesis is rejected, comparisons can be made between the configurations
to determine which is better. The Student’s distribution t [63] is used to determine if
configurations θj and θh are different. The condition is the following

|Rj −Rh|√
2k(1− T

k(n−1)
)(
∑k

l=1

∑n
j=1 R

2
lj−

kn(n+1)2

4
)

(k−1)(n−1)

> t1−α
2

(2.5)

If the null hypothesis is not rejected, every candidates of the Θk−1 set are in the Θk

set. In the other case, the best candidate is pairwise compared with all the others.
Every configuration that is determined different so significantly worse by the equation
2.5 is discarded from the set of remaining configurations. If only two candidates are
remaining the Friedman test becomes the binomial sign test for two dependent samples
[66]. Nevertheless, in the F-Race algorithm, Wilcoxon matched pairs signed-ranks test
[63] is used because it is more adapted in this case [67].
Only ranking is used in the F-Race algorithm because it has two main advantages : the
non-parametric nature of the ranking and the implementation of a blocking design [68].
The blocking design plays the role of normalisation by working on each instance at a time.

2.3.3 Iterated F-Race

The improvement to the algorithm previously presented is called Iterated F-Race [69] and
consists of an iterative application of F-Race where candidates eliminated in the previous
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Figure 2.4: Scheme of the iterated racing algorithm [71]. After six problem instances
tested, the two best control software’s are selected to create new control software for the
next iteration. The goal is to concentrate the search around the promising candidates
while adding bias.

iteration are added to increase the bias at each iteration. With this change, Iterated
F-Race follows the model-based approach [70], which is built in three stages: first, the
construction of a set of candidates using a probability model; then, the evaluation of the
candidates; and finally, the selection of the candidates by adapting the probability model
with the best candidates to inject bias. The procedure is represented on figure 2.4. These
steps are repeated until a termination criterion is reached. The pseudo-code of the general
framework of this new algorithm is given in 1 by [59].

Algorithm 1 Iterated F-Race [59]

Require: parameter space X, a noisy objective function black-box f.
initialize probability model PX for sampling from X
set iteration counter l = 1
repeat
sample the initial set of configurations Θl

0 based on PX

evaluate set Θl
0 by f using F-Race

collect elite configurations from F-Race to update PX

l = l + 1
until termination criterion is met
identify the best parameter configuration x∗

return x∗

The difficulty of Iterated F-Race is that a sufficiently number of configurations must be
given to the F-Race algorithm for it to work well while the number of iterations should
remain low because of the need of keeping a small number of steps given by the budget
allocated to the configuration process. To overcome this limitation, an ad-hoc method was
proposed for biasing the sampling in [69] but it was only tested with numerical parameters.
Some issues are discussed in [59], conclusions are listed below:
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• For a given computational budget, the number of iterations is determined by the
number of wanted candidate configurations at each iterations

• A way of allocating the budget among the iterations is to divide equally but other
strategies can be adopted

• As the configurations become more and more similar as the iterations increase, it is
more interesting to have more configurations at the beginning

• An F-Race run, and therefore an iteration, stops if the budget allocated to that
iteration is exceeded or if a minimum number of remaining configurations is reached.
This minimum is calculated as a function of the dimension of the parameter space.

• The probability model used to select configurations from the parameter space de-
pends on the desired exploration/exploitation trade-off.

2.3.4 irace Package

The implementation of the iterated F-Race is done through the irace package [71]. The
use of this package can be found in the user guide [72]. The first step is to estimate
the number of iterations required to optimize all the parameters. The estimation is
N iter = ⌊2 + log2N

param⌋. When the size of the parameter space increases, so does the
number of iterations. The run performed at each of the iterations has a maximum budget
Bj = (B−Bused)/(N

iter−j+1), for j = 1, ..., N iter. Each run starts with a set of configu-
rations Θj which size depends on the iteration j, |Θj| = Nj = ⌊Bj/(µ+T each ·min{5, j})⌋,
where T each is the number of instances at each of the iteration. The number of configu-
rations is decreasing when going through the iterations in order to have more evaluations
per configuration. The parameter µ is by default the number of instances needed for the
first iteration (T first). This formula goes in the direction of one the conclusions made
when discussing Iterated F-Race (section 2.3.3).

The algorithm begins by sampling a set of configurations in parameter space (first deter-
mining the unconditional parameters). All configurations are then tested via a run on the
first instance. The algorithm continues instance testing with a subset of the configurations
until it reaches the maximum number of instances (T first). At the end of each race, the
Friedman test [63] or the paired t-test [73] is applied to determined if some configurations
can be discarded.

The first statistical test is performed after the first evaluation. Then it may be useful to
evaluate the configurations several times before applying the statistical test. Instances
can belong to different classes, and tests are applied after configurations have been run
on all classes.

A race stops when the bugdet does not allow to evaluate all the remaining configura-
tions on the next instance or when the number of configuration has reached the minimum
defined before (Nmin). Each configuration is then associated to a rank rk which is the sum
of ranks or the mean cost, depending on the statistical test. The configurations with the
lowest rank, N elite

j = min{N surv
j , Nmin} form the elite configurations Θelite. The number

of new configurations for the next iteration is determined by Nnew
j+1 = Nj+1 −N elite

j . The
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new configurations are constructed thanks to parents sampled in the elite configurations
of the previous iteration.

The algorithm stops when the budget has been used up or the number of candidate
configurations is no greater than the number of elite configurations in the previous itera-
tion. If the number of iterations estimated at the beginning is reached but the remaining
budget is enough to start a new iteration, N iter is increased.

The irace parameters have been chosen to correspond to as many scenarios as possible.
A study has been carried out to determine the best combination [74], but modifications
can be made if necessary.

2.4 Multi-Objective Optimization in the Automatic

Design

Previous optimization methods considered problems for which a single objective had to
be achieved. Increasingly, however, the missions of swarms of robots are becoming more
complex, and several objectives are being identified. This section first presents current
methods for optimizing the parameters of an algorithm tackling multi-objective problems,
and then presents the multi-objective optimizations currently used in neuroevolutionary
robotics.

2.4.1 Performance Assessment of Multi-Objective Optimizers

In order to operate, a metric must be given to the automatic configuration, yet it is
difficult to assess an optimization problem with several objectives. Bezerra et al. [75]
reviewed some automatic configuration of multi-objective optimizers as well as their so-
lution to tackle the performance assessment problem.

Ideally, when comparing two multi-objective optimizers, one should outperform every
front of other one. However, this is rarely the case, which is why other methods to eval-
uate approximation fronts have been proposed to enable this comparison to be made.

The first methodology cited is the dominance rankings proposed by Knowles et al. [76].
Let’s take two multi-objective optimizers to compare, Θ1 and Θ2, and define A1

Θ1
, A2

Θ1
,...,

Ar
Θ1

and A1
Θ2
, A2

Θ2
,..., Ar

Θ2
their approximation fronts over r runs. Pareto optimality [77]

is used to rank the fronts over the combined collection C of every approximation sets.
Each set of approximation fronts is transformed into a set of ranks describing how good
the fronts of that optimizer are compared to all the others. The rank sets can then be
compared using a statistical rank test [63] to determine whether one optimizer has par-
ticularly smaller ranks than another. This method works well when the performance of
the optimizers is significantly different.

Zitzler et al. [77] proposed the quality indicators to assess the performance of multi-
objective optimizers. The metrics can either analitycally measure some characteristics
a high-quality front should present or analitycally determine the difference between two
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fronts and in the same way measure the difference with the Pareto front. These two cases
describe two types of metrics: unary and binary metrics. As part of the comparison with
the Pareto front, it is interesting to be able to measure the agreement of an indicator with
this front. Formally, let I : Ω → R be a quality indicator, which is to be maximized. I is
said to be Pareto-compliant if, and only if, for every pair of approximation fronts (A,B)
∈ Ω for which I(A) ≥ I(B), it also holds that B ⪯̸ A [77].
True unary indicators do not provide good comparisons while respecting Pareto domi-
nance, so binary indicators are more appropriate. However, the amount of information
given when analysing several algorithms can be excessive. This is why the two ways of
using quality indicators correctly would be to use binary indicators as a supplement to
do rankings or to transform binary indicators into unary indicators by considering the
comparison between the fronts and a reference front, the ideal being the Pareto front.

2.4.2 Automatic Configuration of Multi-Objective Optimizers

In this section the case of multi-objective configuration [78] will not be detailed. It con-
siders that the configuration is itself a multi-objective problem with, more often than not,
contradictory criteria such as quality and calculation time.

The focus will be on approaches proposed to solve the problem of automatically con-
figuring a multi-objective optimizer, most often a metric is used to transform the front
into a value. For example, Wessing et al. [79] proposed using the quality indicator. In
this case, the multi-objective nature of the optimizer no longer applies to the algorithm.
As the study of the automation of multi-objective optimization is fairly recent, few ap-
proaches have been proposed to solve this problem. Moreover, only irace allows complex
performance metrics to be computed while the algorithm is running. Some proposals are
described below, they are the first to tackle the problem of automatically configuring a
multi-objective optimizer.

The multi-objective ant colony optimization (MOACO) framework was first introduced by
López-Ibáñez et al. [80] and is an extension of the ant colony optimization (ACO) [81] for
a biojective optimization problem, in particular the traveling salesman problem (TSP).
It is the first template-based automatic algorithm design. This proposal is based on the
separation of the MOACO into different components. The details of the components are
not defined; they are inspired by the elements defined by the ACO in order to be able
to concentrate on the multi-objective nature of the problem. The components concern
the construction of the solution, the update of the pheromones and the multiple colonies.
The aim of the algorithm is to characterise each of these components without modifying
the features specific to the ACO.

The TP+PLS framwork proposed by Dubois-Lacoste et al. [82] is a combination of the
two-phase local search (TPLS) and the Pareto local search (PLS) frameworks. TPLS uses
the transformation of the multi-objective problem into a sequence of scalarisations solved
via algorithms for the resulting single-objective problems. On the other hand, PLS is a
local search method that uses Pareto dominance and an acceptance criterion. The final
algorithm is a combination of these two phases.
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Bezerra et al. [83] proposed the AutoMOEA framwork which exploits the predefinition
of some bounds on solution quality in order to be able to discard the clear outliers. This
new configurable framework is constructed with the application of the methodology on
multi-objective evolutionary algorithms. It also takes into account the separation between
algorithm and multi-objective parameters.

2.4.3 Multi-Objective Optimization in Neuroevolutionary Robotics

Trianni and López-Ibáñez [84] have identified several cases in which multi-objective opti-
mization is used for neuroevolutionary robotic systems. These are the following:

• to solve single-objective design problems by transforming them into multi-objective;
i.e. multiobjectivization;

• to solve design problems through a multi-objective approximation by proxies;

• to solve design problems that have multi-objective by nature.

Handl and Knowles [85] give a detailed description of these resolution techniques.
But most of the time, designers do not specify which technique is used to solve the problem
described. For example, a collision term is often added to an objective function [86, 87],
but it is not clear why. It may be a choice on the part of the designers, because they
know that this term makes it possible to accomplish the mission more efficiently, but it
could also be part of the mission’s requirements, although this is not clear.

The studies proposed using AutoMoDe are clearer in this respect, and the designers
use weighted sums to describe the specifications of the task in hand. These are made
up of sub-missions to be carried out simultaneously [23] or in sequence [9]. For example,
in Francesca et al. study [23], one of the tasks is based on two sub-tasks: coverage of
the perimeter and area of two surfaces simultaneously. The objective function describing
this mission combines the objectives of the two sub-missions into a weighted sum. This
method therefore relies on the aggregation of objectives to work with a single objective
function.

Two other techniques can also be used to manage multi-criteria control software pro-
duction problems: illumination [88] and quality diversity [89] methods. While standard
neuroevolution algorithms are based on observable behaviors in nature, they only take
into account the optimization of mission performance, without considering the simultane-
ous diversification present in natural evolutionary processes [90]. Evolutionary algorithms
exploiting this diversifier point of view are used as a basis for the development of quality
diversity methods: novelty search [91], novelty search, with local competition [92] and
MAP-Elites [88]. In the case of QD algorithms, unlike other methods that return several
solutions, diversification is based on behavior. The designer selects behavioral features
forming a subset in which the algorithm can work, in addition to the usual mission spec-
ifications. Features are used to form different behaviors, and results are obtained by
searching the design space for predefined behaviors that perform well. The control soft-
wares produced are more or less different from one another according to the behavioral
features given, and the designer finally chooses which instance will be the best. The cri-
teria are handle independently, without any aggregation.
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Although examples exist, few studies have been carried out on the advantages and limi-
tations of solving multi-criteria problems using multi-objective optimization. Trianni and
López-Ibáñez [84] were the first to address this issue, comparing weighted sum, a way
of aggregating information, with a multi-objective approach based on the estimation of
the Pareto set. For the weighted sum, several sets of weights are tested, and for the
multi-objective method, the hypervolume measure [93] is estimated to find the size of the
design space drawn by the solutions obtained.

This study concluded that the weighted sum is most appropriate when the designer is
able to choose the right set of weights, which limits the use of this technique in algo-
rithms that are increasingly automatic and no longer require human intervention. On
the other hand, the multi-objective technique can be used to solve non-linearly solvable
problems for which the designer has no particular knowledge.

2.5 Sequence of Missions with Robot Swarms

For a long time, studies on robot swarms focused on the accomplishment of a single task,
which consisted in performing a geometric or spatial task or mechanical abilities. However,
it’s becoming increasingly interesting to be able to combine different tasks and do them
in sequence. This can also be useful when a large and complex job has to be solved all at
once. A number of studies have been carried out to assess the performance of a swarm
when several tasks have to be completed by switching from one to another [94] [86]. In
these studies, the order of the assignments and the transitions, i.e. the time allocated
to each assignment, is defined in advance by the designer as well as the controller used
to realize the sequence. The next step proposed by Garattoni et al. [95] would be to
automate the control design configuration enabling a mission sequence to be carried out.
To carry out this task, the TAM [96] concept is used and presented below, as is the idea
of autonomous task sequencing.

2.5.1 TAM

Task abstraction has been used a lot in the context of robot swarms in order to assess
the performance of a design, the important feature is the interaction between robots and
with the environment, not the details of the task itself so the abstraction is often used.
Simulation allows a task to be carried out without actually consuming resources, but does
not take into account the reality gap [97]. The specificity comes from relying on an ad
hoc solution which makes the abstraction difficult to generalize and therefore unusable
in situations other than the one in which it was created. As ad hoc solutions are rather
impromptu, they do not make it easy to describe the tasks to be performed by a set of
robots. This is why a new method has been proposed for task abstraction, based on an
object called TAM (Task Abstraction Module) [96].
The task abstraction for a single-robot is defined as the occupation of the robot for a
certain time at a certain place at a certain time [96]. The TAM, illustrated at figure 2.5,
is able to represent this. To represent more complex tasks carried out by groups of robots,
these tasks need to be divided into simple missions that can be represented by a TAM each
time. Each TAM abstracts a single-robot subtask and they are then all linked together
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Figure 2.5: TAM and an epuck robot. The robot can fit into the TAM box, which contains
RGB LEDs. Once the robot is completely inside, it can be considered to be performing
the task abstracted by TAM. Several TAMs can be linked together to create relationships
between abstracted tasks[96].

to represent the connection between the subtasks as well. The new approach to realize
these two steps and abstract complex missions is composed of the TAM, the modeling
tools for complex tasks, and the control framework for controlling the collection of TAM’s.

When tasks are divided into sub-tasks, they can be done in the same place or in dif-
ferent locations in the arena. In this latter case, unlike single-robot tasks, the missions
would no longer be stationary. The complex task is modelled on two distinct levels. The
high level is used to determine the hierarchy between the subtasks and interrelationships,
but without defining the details of the single-robot stationary sub tasks. The low-level
model is the stage at which the details of the subtasks are defined. The control framework
is a centralized framework that manages all the TAMs according to the interrelationships
defined by the high-level model. Thanks to this comprehensive framework, all complex
tasks can be modelled.

2.5.2 Autonomous Task Sequencing

Garattoni et al. [95] proposed a new swarm, TS-Swarm, to collectively achieve sequencing
tasks in an unknown order. Instead of coding the transition before execution, TS-Swarms
sequences the missions at run time and autonomously. The two existing paradigms de-
liberative [98] (sense-model-plan-act) and reactive [99] (sense-act) are mixed so that the
model and plan of sequencing comes from the interactions at the collective level.
They chose to create a swarm that can do a certain number of tasks without repetition
in an unknown order by one or multiple robots. The different tasks have to be done in a
specific area. Some robots in TS-Swarm create chains to help mission robots knowing in
which area they are and keep track of the order in which the missions are and have to be

23



CHAPTER 2. RELATED WORK

done. The robots are not aware of their location in the arena, they can not know where
they are and they are not able to sequence the tasks individually on the basis of their
order execution.
Chaining in swarm robotics is not a new feature, it already has been used to create way-
points [100, 94]. The robots can follow the chain and know what mission to execute next.
As soon as the mission is done a feedback is given to the robot for it to know if it was the
right mission to execute or not. The different types of TS-Swarm consider three or four
missions and an immediate or final feedback, which is given a the end of the sequence.
TAMs 2.5.1 are used to abstract the subtasks.

The results show first that the three-task sequences can be extended to four tasks. When
feedback is only given at the end of the sequence the chains help the robots to locate
themselves and construct also different permutations of sequences tested initially. This
allows the swarm to explore different possibilities if the feedback is negative. All tests
allow to conclude that the sequencing of tasks is possible even if the feedback is given after
the whole sequence and if the number of tasks go from three to four. Some limitations
and solutions are proposed at the end including the modification of the swarm to enable
the autonomous determination of the number of tasks.

This novel swarm is investigated within the domain of automated sequencing of estab-
lished abstract tasks. The robots are tasked with determining the optimal task allocation
and temporal arrangement. Notably, the robots are not required to possess comprehension
regarding the task execution methodology. This distinction is notable when compared to
Demo-Fruit, wherein all essential task-related information is provided a priori, yet the
instructions on task execution or the triggering mechanism for transitioning between tasks
are not imparted to the robots.
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Methods

The aim of this master thesis is to propose an automatic controller design for robots
belonging to a swarm and having to carry out a sequence of two missions, without giving
access to an explicit objective function describing one or both objectives. This section
describes the methodology used to create this automatic design. Firstly, by presenting the
extension of Gharbi’s work on automatic design by demonstration [8], and secondly, by
talking about Demo-Fruit, the framework used to switch from demonstration sequences
to the swarms robot controller carrying out mission sequences.

3.1 Automatic Design through Sequences of Demon-

strations

The aim of this work is to extend the Demo-Cho [8] principle to mission sequences in order
to better represent the demands and needs for the use of swarms robots. Adaptation
begins with the demonstration of sequences of missions, as detailed in the first section
below. These new demonstrations are then integrated into the process put in place for
the simple missions.

3.1.1 Notion of Sequences of Demonstrations

Instead of trying to build complicated objective functions to apply to robot swarms, it
is easier to pass on expert knowledge directly. One way of doing this is to show the
robots what to do. This is the principle used by Demo-Cho and extended here to mission
sequences. The robots will have to change their behaviour after half of the steps of the
mission in order to complete a second task in an equivalent time, respecting the neutral
compromise.

For single-task missions, the demonstration made by an expert to show the robots the
task to be carried out is the set of final positions expected in a specific context like the
arena where the robots are going to conduct the experiments. An expert positions the
robots within the swarm at the designated final location corresponding to the conclusion
of the allocated mission time. By doing so, he or she defines the spatial organization of
the swarm for the mission. This is one of the limitations of the type of mission: a demon-
stration cannot describe a mission in several stages, at different places. The pursuit of
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expanding the capabilities of Demo-Cho to address more intricate missions, particularly
those involving temporal considerations, prompted the adoption of a strategy involving
the division of intricate missions into sequences comprised of individual single-task mis-
sions.

In this context of task sequences, it is essential to adapt the demonstrations provided
to the swarm. The final mission position is no longer sufficient. Instead, a demonstration
must be given for each single-task mission. The concept remains unchanged; the final po-
sitions are defined by an expert. For this master thesis, a sequence of two demonstrations
is provided for each mission. The order of the sequence is important. More precisely, this
sequence of demonstrations is a concatenation of the robot positions after half the steps
allocated for the mission and after all the steps. The time allocated for each task is the
same, to avoid making assumptions about the importance or difficulty of a task and make
the automatic modular design the most general.

3.1.2 Application in the Automatic Design

For the algorithm, the positions must be pre-processed to become features that describe
the final state of the swarm robot. The features used are the same as those defined by
Gharbi [8].

Abbeel et al. [41] defined the feature vector ϕ as ϕ : S 7→ [0, 1]k where S is the set
of final positions and k is the number of features. In the case of sequences of n tasks, the
number of features is k = nK where K is the number of features of a single-task mission.
As the work is done by a swarm of robots, the feature vector of each task is already a
concatenation of information about each robot.

The expected feature vector, representing the behaviour to reproduce is called µ and
is the average of several ϕ vectors for several demonstrations or sequences of demonstra-
tions. As this is the average, both notations are considered equivalent for the following
explanations. Features have to be based on the position of the robots because it is the
only available information. The first idea of features was to compute multiple features
for each robot, one feature per robot per patch included in the arena. This feature is
computed as follows:

µpatchij
=


1 if robot i is inside patch j;
0 if an obstacle is between robot i and patch j;

e−
2ln(10)

d
xpatchij otherwise.

(3.1)

Where i = 1, ..., n is the number of robots composing the swarm, j = 1, ...,m is the num-
ber of patches present in the arena, d is the diameter of the arena and xpatchij

is the the
ith smallest distance from a robot of the swarm to the jth floor patch. If the ith nearest
robot is inside the patch, the feature µpatchij

is set to 1. The higher the value, the closer
the robot. So maximizing the value of µpatchnj

ensures that all feature values related to
this patch j will be maximized because the distance between the patch j and the furthest
robot will be minimized.

The other type of feature per robot concerns the relations between the robots of the
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swarm, the distance between themselves. It is more specially proportional to the distance
with the closest neighbor:

µneighi
= e−

2ln(10)
d

xneighi , (3.2)

where i = 1, ..., n is the number of robots composing the swarm and xneighi
is the ith

smallest distance between one robot and its closest neighbor in the swarm.

The feature vector for one sub-mission is

µs = (µpatch11 , ..., µpatch1m , ..., µpatchnm , µneigh1 , ..., µneighn), s ∈ {1, 2} (3.3)

The value of s is either 1 or 2 because there are two steps in the sequences. The distance
values are the one corresponding to the positions of the robots at the half of the mission
if s = 1 and at the end of the mission if s = 2.

Some additional features were proposed and tested on one particular mission for which
the above were not enough. Details can be found in the appendix A.

3.2 Demo-Fruit

Demo-Fruit, the method we propose, is an automatic modular design for generating con-
trol software for robots in swarms that execute mission sequences. The robots are able to
perceive and emit RGB color via LEDs. More precisely, Demo-Fruit is a combination of
the adaptation of the apprenticeship learning algorithm via inverse reinforcement learn-
ing [41] to robot swarms and an automatic modular design from the AutoMoDe family,
in this case the AutoMoDe flavour needed to include a way of triggering the change in
behaviour, TuttiFrutti or Mandarina are composed of modules able to handle the com-
munication through colors. A color change serves as a trigger to warn robots of the swarm.

Five fundamental components characterize this automatic modular design: the robot
platform, the simulator to execute experiments, the interface to make the demonstrations,
the modules and transitions available for building PFSMs, and the design process that
optimizes control software. In the following subsections, these components are explained
and their links highlighted.

3.2.1 Robot platform

Demo-Fruit produces control software for a version of the epuck robots [25]. The extended
version that is used, shown in the figure 3.1, are simple robots that roll on two wheels and
are regularly used for swarm robotics studies. The reference model RM 3, an extension
of RM 1.1, is represented in table 3.1. The notion of reference model is a formalization
of the capabilities of a robotic platform used to perform experiments (in simulation and
in reality)[101].

The different inputs and outputs are abstraction of the sensors and actuators of the
epucks. Inputs represent sensors, they can only be read by the control software. On the
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Figure 3.1: Extended version of epuck used to develop Demo-Fruit. The various sensors
and actuators are shown in the photo, along with the RGB blocks used for TuttiFrutti
[9].

other hand, outputs are the actuators and they can only be written. Every 100ms, every
inputs and outputs are updated.

The proximity sensors are represented by the variable proxi which has a range value
between 0 and 1, proxi = 0 if nothing is perceived in a circle of 0.3m around the epuck.
The value is 1 if an object is perceived at less than 0.1m. The three ground sensors, noted
gndj, are able to detect the color of the floor below the robot. The floor can be gray, white
or black depending on the patches that are used for the experiments, most of the time the
background is gray and patches are white or black. To perceive the neighboring epucks,
robots use their range-and-bearing board, n represents the number of close robots. The
epucks don’t have access to the angle and distance to all the neighboring robots but only
to the vector of attraction Vn that gives the direction to the center of mass of the close
robots. The big difference with reference model RM 1.1 is that the epucks are not able
to detect the ambient light, instead they can perceive colors. The omnidirectional vision
turret acts like a light sensor for different colors : red (R), green (G), blue (B), cyan
(C), magenta (M) and yellow (Y). The turret allows to perceive these colors in a circle of
radius 0.5m around the robot. Every camC is linked to an attraction vector to the robot
or wall that displays the color C.

The actuators to control the speed and the direction of the robot are accessible for the
control software through two variables : vl and vr. These variables take the values, be-
tween −0.12 and 0.12m/s, to describe the velocities of the two wheels of the epuck, left
and right. The LEDs can be used by the control software to display cyan, magenta or
yellow to enable a new sort of communication between robots.

The reference model RM 3 was first used by TuttiFrutti. Before this novelty, Vanilla,
Chocolate and Maple are using RM 1.1. RM 2 can handle the exchange of binary mes-
sages and is therefore used by Gianduja.
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Input Value Description

proxi∈1,...,8 [0, 1] reading of proximity sensor i

gndj∈{1,...,3} {Gray,White, Black} reading of ground sensor j

n {0, ..., 20} number of neighboring robots detected

Vn ([0.5, 20]; [0, 2]π rad) their relative aggregate position

camC∈{R,G,B,C,M,Y } {yes, no} colors perceived

VC∈{R,G,B,C,M,Y } (1.0; [0, 2])π rad their relative aggregate direction

Output Value Description

vk∈{l,r}] [−0.12, 0.12]m/s target linear wheel velocity

LEDs {∅, C,M, Y } color displayed by the LEDs

Table 3.1: Reference model RM 3 [101]. Inputs and output concerning colors are new
compared to reference model RM 1.1, differences are highlighted in cyan. Robots are able
to perceive red (R), green (G), blue (B), cyan (C), magenta (M) and yellow (Y) and they
can emit no color (∅, cyan (C), magenta (M) and yellow (Y).

3.2.2 ARGoS

ARGoS [102] has been developed to simulate the behavior of epucks in experiments.
ARGoS is multi-physics simulator designed for swarm robotics. The platform is used to
simulate robot swarm missions with epucks, figure 3.1, through the avalaible epuck plugin
[24]. ARGoS was used for most of the experimental simulations as part of the develop-
ment of AutoMoDe flavors. An experiment to be simulated with ARGoS is described by
an XML file (.argos) containing all the necessary information to realize a mission. ARGoS
also enables the visualization of the simulation in order to evaluate the behaviour of the
robots visually.

The following tags are always present in the .argos file:

• The framework containing the mission length and the number of steps available for
the sequence.

• The loop function is used to run the simulation, describing the arena and the envi-
ronment in which the robots evolve: arena shape, size and patches, as well as the
actions to be performed at each step and at the end of the mission. It is also in
this section that the positions of the expert demonstrations made with orchestra
are included.

• The controllers containing information on software design control and epuck con-
troller.
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• The arena gives more information about the arena, in this case the position and
the intensity of the light (not used in the modules for Demo-Fruit. The arena
also contains the epuck tags that provides all information about the epucks, their
positions and the controller to use for example.

• The physics engines describes what engine is used for the simulation.

• The media tag includes the specifications of LEDs and range-and-bearing of the
epuck.

• The visualisation tag enables the visualisation of ARGoS used to do visual inspec-
tion.

3.2.3 Orchestra

Before simulating experiments with ARGoS, the demonstrations must be made and con-
verted into set of positions so that they can be written to an .argos file. Orchestra is used
for this purpose.

Orchestra is the interface used and developed by IRIDIA using game engine Unity. The
aim is to monitor a mission carried out by a swarm of robots. ROS [103] is used for com-
munications between the robots and Orchestra. During a mission, the user can retrieve
sensor values from epucks to analyze their behavior. One or more robots can also be con-
trolled directly by a user. Thanks to ROS, several users can interact with the same swarm.

Gharbi [8] has extended Orchestra’s capabilities by adding an arena builder and a demon-
stration builder. The interface can be used to create an arena for experiments by placing
walls and patches, and can also be used to place robots on an arena and record their
positions for demonstrations.

3.2.4 Set of Modules

For this new automatic modular design of control software, modules and transitions of
TuttiFrutti [9] are used because a visual trigger was needed to signal a sub-mission
change halfway through the mission. In order to handle the perception and emission of
colors, low-level behaviors and transitions had to be modified. AutoMoDe-TuttiFrutti
is an extension of AutoMoDe-Vanilla and is conceived to work with RM 3.

Low-level behaviors

The first four behaviors in the table 3.2 were already presented with the AutoMoDe-
Vanilla flavour. The EXPLORATION behavior describes the straight movement of the robot
before detecting an obstacle with the proximity sensor in front, proxi. If the detection
occurs, it rotates on itself for a certain number of times determined by τ ∈ {0, ..., 100}.
The epuck does not move if it is in the STOP behavior. ATTRACTION and REPULSION are
linked together and work almost the same way. For these behaviors, robot moves in the
Vd or −Vd direction meaning closer or farther from the other robots, respectively. The
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Atomic Behavior Parameters Description

EXPLORATION {τ, γ} movement by random walk

STOP {γ} standstill state

ATTRACTION {α, γ} movement towards the center of mass
of the robots

REPULSION {α, γ} movement away from the center of mass
of the robots

COLOR-FOLLOWING {δ, γ} steady movement towards
robots/objects of color δ

COLOR-ELUSION {δ, γ} steady movement away from
robots/objects of color δ

State Transition Parameters Description

BLACK-FLOOR {β} black floor beneath the robot

GRAY-FLOOR {β} gray floor beneath the robot

WHITE-FLOOR {β} white floor beneath the robot

NEIGHBOR-COUNT {ξ, η} number of neighboring robots greater
than ξ

INVERTED-

NEIGHBOR-COUNT

{ξ, η} number of neighboring robots lower
than ξ

FIXED-PROBABILITY {β} transition with a fixed probability

COLOR-DETECTION {δ, β} robots/objects of color δ perceived

Table 3.2: Atomic Behaviors and Conditional State Transitions of the AutoMoDe-
TuttiFrutti flavour. It is an extension of the AutoMoDe-Vanilla, the differences are
highlighted in cyan [9].
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velocity is calculated with n, the number of neighboring epucks and a parameter α. If case
n = 0, the movement is simply straight. COLOR-FOLLOWING and COLOR-ELUSION follow the
same principle as the last two behaviors. The velocity is constant in the direction (VC) or
away from (−VC) the color C that was detected camC , in case no color is perceived, the
robot goes straight. The first parameter characterizes the color detected by the sensor
is noted δ ∈ {R,G,B,C,M, Y }. Colors are not all emitted by all the elements in the
arena, robots can only display δ ∈ {C,M, Y } and objects should be able to emit the three
other colors δ ∈ {R,G,B}. The obstacle avoidance used for EXPLORATION, ATTRACTION,
REPULSION, COLOR-FOLLOWING and COLOR-ELUSION is the one proposed by Borenstein et
al. [104]. The parameter γ present for every behavior describes the color emitted by
the robot itself. All the parameters are part of the elements tuned by the optimization
process to create the best PFSM for the mission.

Transitions

Each transition is accompanied by a probability that the behaviour will change if the
transition condition is met. For the first three transitions, BLACK-FLOOR, GRAY-FLOOR
and WHITE-FLOOR, the transition occurs with a probability β if the robot is wheeling
respectively on a gray, black or white patch. The probability of transitioning for the
NEIGHBOR-COUNT and INVERTED-NEIGHBOR-COUNT transitions is calculated from two pa-
rameters and the number of neighboring robots, n. It is calculated as z(n) = 1

1+eη(ξ−n) ,
where ξ ∈ {0, 10} and η ∈ [0, 20] are tunable parameters for the optimization algorithm.
The FIXED-PROBABILITY is only about the probability to transition. The last transition
is the COLOR-DETECTION is about the eventual color perceived by the color sensor camC .
The color to react to is described by δ ∈ {R,G,B,C,M, Y } and the change in behavior
occurs with probability β.

With the new possibility to perceive and emit colors, TuttiFrutti was extended with
two new behaviors COLOR-FOLLOWING and COLOR-ELUSION and one new transition, COLOR-
DETECTION. All the transitions are exactly the same as those implemented in the AutoMoDe-
Vanilla. EXPLORATION, STOP, ATTRACTION and REPULSION were modified to correspond
better to this automatic design method.

3.2.5 Design Process

The design process is separated into two phases, first the application of the apprenticeship
learning [41] to find the implicit objective function and the optimization with the use of
irace package (section 2.3.4), the implementation of Iterated F-Race (section 2.3.3).
These two phases are iterated a fixed number of times in order to find the best PFSM
possible.

Apprenticeship learning

The first phase concerns the use of features generated with the final positions to create
the implicit objective function. Features have been modified and adapted to correspond
to the context of swarm robotics and to the experimental setup. The objective function
is a linear combination of the different features calculated before. The weighted sum is
constructed thanks to a Support Vector Machine [105].
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A linear Support Vector Machine supposes that the features are linearly separable. This
is a strong hypothesis that could be more studied to verify if a non-linear model would
be better to define some missions. In this case, the feature space has 80 dimensions and
the frontier between the two classes is an hyperplane. The two classes are the expected
value, µE and the experimental values, µ(i) where i is represents the iteration at which the
experimental value was calculated. The experimental values are evolving at each iteration
and the goal is to be as close as possible to the expected value. The SVM uses a simple
hyperplane equation to determine the two domains for the two classes.

D1 = {x : wx′ + γ ⩽ 0}
D2 = {x : wx′ + γ > 0} (3.4)

From these equations can be derived two parametrization optimization objectives by con-
sidering that the label of the first domain is 1 and -1 for the second one.

wx′ + γ = 1,x ∈ D1

wx′ + γ = −1,x ∈ D2
(3.5)

The goal of these equations is to determine the boundaries between the two classes
by using two hyperplane. The objective function is the distance between the domains
and the SVM tries to maximize it which is why the experimental points being closer the
expected value should give more accurate objective function. The lines are parallel so the
distance can be expressed like

d =
±2√

ww′ + 1
(3.6)

This distance is used as measure for the optimization problem so no generality is lost if
[105]

d =
±2√
ww′

(3.7)

Finally, the norm notation is the preferred one when writing the Support Vector Machine
optimization problem. For this work, we will use the term margin and this notation to
describe the distance between the hyperplanes.

t =
2

||w||
(3.8)

The development above allows to understand how the features and the SVM are used to
construct the implicit objective function needed for the apprenticeship learning algorithm.
This reward function is written R = w.µ where µ is the feature vector and w the set of
weights compiled with the SVM. The evolution of w can be seen on the figure 3.2. The
expert value, mean of the five demonstrations given to the algorithm, is labeled +1 and
noted µE. The experimental values are noted µ(π(i)) on the figure and just µi then and
labeled −1. The stop criteria of the algorithm used in Demo-Fruit is the same as the one
used in Demo-Cho and is just the number of iterations determined before execution.
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Figure 3.2: Graphical representation of the three first iterations of the apprenticeship
learning algorithm. Each iteration contributes to the elaboration of a weights vector
distributing better and better the objective to reach [41].

The adapted apprenticeship algorithm can be resumed with these steps

1. Demonstrate the two-tasks mission that as to be accomplished by the robot swarm
and determine the number N of iterations.

2. Compute the features of the expert demonstrations for each of the submissions,
calculate the mean values, µ1E and µ2E and label them +1 in the PFSM history.

3. Set i = 0, generate a random PFSMi and compute the resulting feature vectors.
Label the latter as −1 in the PFSM history.

4. Use the SVM to compute t
(i)
s , the margins and w

(i)
s , the weight vectors to construct

R
(i)
s , ∀s = {1, 2}.

5. If i = N − 1, stop the algorithm and return the PFSMs, post-processing should be
applied to select the best PFSM .

6. Run AutoMoDe-TuttiFrutti with the reward R(i) in the arena that serves to
demonstrate to compute the PFSM (i+1). Step to be modified according to the
optimization process chosen.

7. Compute the resulting feature vector, label PFSM (i+1) −1 in the PFSM history
and increment the i value.

8. Go back to step 4.

Optimization

There are two different ways tested to optimize the PFSM in the Demo-Fruit algorithm,
single-objective optimization and multi-objective optimization.

First, the modification of the reward function in order to keep a single-objective for the op-
timization step (6 in the pseudo-code). The scalarization is a common used way to tackle

34



CHAPTER 3. METHODS

multi-objective problems and it is the most represented in the field of swarm robotics [84].
Each part of the sequence is modelized by a reward function to be minimized.

min R1 =
∑

iw1i.µ1i, i = 1, ..., 80
min R2 =

∑
iw2i.µ2i, i = 1, ..., 80

(3.9)

The idea with the scalarization is to construct only one objective function for the two
parts like

min R =
∑

i w1i.µ1i +
∑

iw2i.µ2i i = 1, ..., 80 (3.10)

In the optimization step, R(i) is the scalarized version of the sequence reward function.
There is no additional weights in the weighted sum of the reward functions because of the
automatic nature of the Demo-Fruit algorithm and the neutral compromise. If a weight
is needed for one or two of the submissions, it will depend on the submission itself and
the combination of the sequence. The hypothesis for now is that the two tasks have the
same importance and the same difficulty or differences sufficiently low to be handled by
a simple weighted sum. A good way of improving Demo-Fruit could be to design an
automatic method for adapting weights as iterations progress if the equivalent weights
are insufficient.

The second method exploits the irace package features to optimize a multi-objective
problem, is called Mandarina [106] and is in developpement right now. The iterated F-
Race algorithm optimizes, fine tunes the PFSM according to mission-specific criteria :
the objective function and the design criteria. The created PFSMs are made of maximum
four states and every transition links two different states.

The irace package that implements iterated F-Race begins by looking for the search
space of the finite-state machines useful for the mission. It performs different simulations
using ARGoS3 (section 3.2.2) to assess the performance of the different PFSM tested.
The number of simulations allowed at each iteration of the process is determined before
the execution. When the maximum number of simulations is reached, the best PFSM so
far is returned to the apprenticeship algorithm.

The difference in Mandarina is that the specifications of the missions given to irace

characterize bi-objective optimization problems. The only modification from the usage
in AutMoDe-Chocolate or AutoMoDe-TuttiFrutti is that the candidate solutions are
evaluated for both the objectives and not only one. The comparison between the original
and the new racing algorithm is shown at figure 3.3.
As explained in the section 2.3.3, the iterated F-Race works in three phases :

1. Generating control software from a determined distribution.

2. Selecting the best control software from the sampled ones.

3. Adapt the distribution in order to bias the sampling towards the best control soft-
ware found.
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Figure 3.3: Comparison between the original racing algorithm (on the left) and the
Mandarina version (on the right) to handle bi-objective optimization problems and eval-
uate two objective functions. In both cases candidate solutions θi are evaluated on a
certain number of problem instances Ik. Squares represent the result of the evaluation
of a candidate solution on a problem instance. Inside the squares, the dots (•) show the
number of objective functions evaluated. Statistical tests are done to determine if the
solution should be discarded or not, symbols at the right of the tables show the decision.
’×’ means that no test was performed, ’−’ stands for the elimination of at least one can-
didate and when no candidate is discarded it is noted ’=’ [106].
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Difference with the original version is that the tests return two values, one for each of
the objectives. The iterated F-Race then performs the Friedman’s test on the two values.
The goal of this technique is to avoid trying to compare the performance values of a
candidate on a problem instance. The iterated F-Race algorithm does not work with the
performance values but more the average rank of the solutions. The results of Mandarina
were better than TuttiFrutti, EvoColor, NEAT-Color and TuttiFrutti-HV so the ex-
pectation is that this method will also work better than a weighted sum with Demo-Fruit.

The condition for Mandarina to be able to handle a biobjective optimization problem
is that the biobjective function can be expressed as a set of two independent objective
functions.

The code to use Demo-Fruit can be found here.
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Chapter 4

Experimental Set-Up

This chapter describes the experiments carried out to measure and study the performance
of two optimization methods on biobjective swarm robot missions. As there is no model
to study this performance for the automatic design of robot swarms, a discussion on per-
formance measurement was conducted. Several methods are used, including performance
aggregation for each sub-mission and visual inspection. The set of missions used to assess
Demo-Fruit is also presented.

4.1 Missions Framework

The basic principle of the mission framework is to compose sequences using a set of
submissions. The peculiarity is that no objective function is provided to measure perfor-
mance, only demonstrations are given to the algorithm.

In order to better understand and imagine the concrete use of mission sequences, the
robot swarms evolve in a event room that can be used for several purposes. The swarm
of robots takes care of customers, with two missions to be carried out in sequence for
each type of event. This environment does not mean that Demo-Fruit cannot be used
in any particular setting, it is just a way of explaining the missions and scenarios more
easily. Each mission must be carried out within a defined and equivalent timeframe for
both parts. It is assumed that Demo-Fruit makes no assumptions about the importance
or difficulty of a task, respecting the neutral compromise. The aim, especially when no
objective function is to be given, is to be as general as possible and adaptable to any
situation.

4.1.1 Experimental Environment

The event room abstraction is built to allow robots to evolve, and consists of a bar, a
kitchen side for preparing food, a kitchen side for washing up and twenty epucks (section
3.2.1). The experimental environment, simulation visible on figure 4.1, is an hexagonal
arena of 2.60m2 composed of RGB blocks that are aggregated in six walls. The two black
floor patches represent the two areas of kitchen; on the left, the place to do the dishes and
on the right, the spot to cook the meals. The white patch is the bar where the drinks are
prepared. The gray floor is the room to which customers have access. The walls are made
up of four 0.25 m RGB blocks. Each part of the wall can be controlled independently of
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Figure 4.1: Simulation of the abstraction of the event room with floor patches and RGB
blocks to create an arena for the twenty epucks. The green walls do not change of color,
other walls are used as triggers to switch from one mission to another by changing color.

the others. The four green blocks remain green throughout the sequence to differentiate
the two black patches, while all other wall blocks are red for 600 time steps and then
blue for 600 time steps. This indicates to the robots what mission they should perform.
An interesting and exploitable aspect of this arena is the orthogonal symmetry of the
horizontal axis passing through the center.

4.1.2 Sub-Missions

In order to achieve a sufficient number of mission sequences, a set of six missions has been
proposed. The missions are as follows: bar, welcome, cleaning, dishes, meals
and serving. These missions have been designed to suit the environment in which
the twenty epucks with reference model 3 will operate. They are inspired by missions
used to assess the performance of design control software from the AutoMoDe family
[7, 23, 29, 30, 32, 33, 35, 38, 40].
The missions are just a part of what Demo-Fruit should be able to perform. Each of the
sub-mission is associated with a description and a demonstration to illustrate the final
position of the swarm doing the mission. There is no clear performance metric, this will
be discussed later. Descriptions and demonstrations are listed below:

• bar (mb): the robots have to prepare abstract drinks in the bar to serve the clients.
The preparation is done if the robots are in the center of the arena. They have to
gather on the white patch. Robots should use local information on wall color,
floor color and number of neighbors to accomplish the mission. The five figures 4.2
represent the expected behavior at the end of the time dedicated to the mission.

• welcome (mw): the robots welcome customers as they enter or accompany those
leaving at certain edges of the room. To complete this mission, robots must stick
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Figure 4.2: Five demonstrations of the end positions the robots have to take for the bar
mission. The expected behavior is the aggregation on the white patch.

to blocks that are not part of the two rightmost walls (containing green). The color
of the walls and the neighboring count should give enough information to complete
the welcome task. The five demonstrations represented on figure 4.3 show that
the symmetry allows to have pretty different demonstrations and positions to define
one behavior. The prupose of this particular mission is to see if symmetry and
demonstrations that are more different than usual are well managed.

Figure 4.3: Five demonstrations of the end positions the robots have to take for the
welcome mission. The expected behavior is to line up against the appropriate walls.

• cleaning (mc): the robots have to clean all the room covering all the space.
They are able to do that by walking around all the arena and do coverage. The
cleaning is more effective if the inter-robot distance is maximized, the minimum
distance between robots should be as high as possible during the mission and more
specifically at the end of the time. The five figures 4.4 give indication on the expert
demonstrations used to build the implicit objective function.

• dishes (md): The robots have to do the dishes in the appropriate side of the
kitchen. To achieve this mission the robots are considered doing the dishes when
they gather on the left black patch. The difference with the welcome mission is
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Figure 4.4: Five demonstrations of the end positions the robots have to take for the
cleaning mission. The expected behavior is to cover the whole arena.

that the dishes should be done more effectively when the robots are really close
to each other. The epucks should use the color of the walls, of the floor and the
indication about neighboring to do this task. The five figures 4.5 show the different
demonstrations to describe the dishes.

Figure 4.5: Five demonstrations of the end positions the robots have to take for the
dishes mission. The expected behavior is to aggregate on the left black patch.

• meals (mm): the robots should prepare the meals in the kitchen, not on the dishes
side. The abstraction of this task is gathering on the right black patch in the arena,
going to the green lights. Like the dishes, meals are prepared more effectively when
the maximum distance between robots is low. The green light is the most important
feature the robots have to consider, it is really the element that differentiate the
two sides of the kitchen. The five figures 4.6 represent the demonstrations given to
construct the expert features for the algorithm.

• serving (ms): the robots take care of the clients in the room where the latter are
eating and drinking. The eating zone is the gray floor area, robots have to navigate
in it and do not go into the black or white patches. The minimum distance between
robots should be as high as possible. The robots should use the floor sensor to detect
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Figure 4.6: Five demonstrations of the end positions the robots have to take for the
meals mission. The expected behavior is to aggregate on the right black patch, against
the green blocks.

if they are on black or not. The five figures 4.7 show the different demonstrations
to describe the dishes. In the end, this mission was not used in sequence training,
as its optimization did not work with the calculated features. Additional features
were proposed to solve this problem, details of which can be found in appendix A.

Figure 4.7: Five demonstrations of the end positions the robots have to take for the
serving mission. The expected behavior is to cover the gray area.

4.1.3 Sequences of Missions

The purpose of Demo-Fruit is to solve bi-objective optimization problems, the way of
producing bi-criteria missions is by pairing sub-missions with each other. The order of
the missions is important because they have to be executed in sequence, one after the
other. The set of bi-criteria missions is composed of twelve pairs and noted M = {mb·w,
mw·b, mc·d, md·c, mb·m, mm·b, mw·m, mm·w, mc·w, mw·c, md·m, mm·d}. For ex-
ample, the sequence mission mb·w stands for the combination of the two missions bar
and welcome where the robots have to first prepare the drinks and then, welcome the
clients for the evening to begin. The bi-criteria missions are executed within 120s and
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each of the sub-mission has a time T to be finished. This time T is equal to 60s. The two
missions should be assess and the performance metrics found are returned for each part
after the execution of Demo-Fruit.

In order to make the mission sequences more realistic and to be able to imagine a con-
text of use, they have been divided into different types of events. When organizers want
to offer a reception, missions {mb·w, mw·b, mw·m, mm·w, mc·w, mw·c} can help by
having evenings divided in two where epucks either welcome and serve drinks or meals to
customers (or start by serving and then escorting customers out) or, welcome the clients,
let them enjoy the event and then, clean the space. For a restaurant or cafe, it is interest-
ing that the swarm can be used to serve food and then wash dishes or serve drinks. The
associated missions are therefore {md·m, mm·d, mb·m, mm·b}. The final category just
contains one mission which represents the cleaning of the event room by doing the dishes
and clean {md·c, mc·d}. This one can be used the day after a event that didn’t include
cleaning in the sub-missions.

Each of the mission is represented in the table 4.1 with a color associated to the first
part and another one for the second part. This represents the change of color of the walls
that are not green. The robots should identify that the change of color is the trigger to
make them change what they are doing.

4.2 Metrics

The problem with this new approach is that no metrics have been defined to measure
the performance of a swarm of robots in carrying out a sequence of missions not assessed
by any objective function. Part of the work was therefore to find a way of determining
whether one PFSM was better than another. The first step is to correctly select the
performance measure for the sub-tasks that make up the sequences. Then try to find a
way of aggregating these results and use them to assess the quality.

4.2.1 Performance of the Sub-Missions

First of all, PFSM results are evaluated according to the implicit objective function pro-
duced by apprenticeship learning [41] in irace. In apprenticeship learning, the way in
which quality is measured is by measuring the margin, the distance between the hyper-
planes t. The problem with this method is that the margin is influenced by the possible
outliers. This is represented on the figure 4.8. The second graph represents the classifi-
cation made by a linear SVM with an outlier, a point that is far from the group of points
of the same class. In this case it allows to reduce the margin which should give a better
implicit objective function, closer to the expert demonstration but actually the behavior
is further in terms of features.

The solution I proposed is to use the distance in the feature space. The hypothesis is that
a good behavior is a behavior that produces features close to the expert features. The
Euclidian distance is used to compute the similarity instead of the margin.
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No. Mission Combination

1 mb·w bar → welcome

2 mw·b welcome → bar

3 mc·d cleaning → dishes

4 md·c dishes → cleaning

5 mb·m bar → meals

6 mm·b meals → bar

7 mw·m welcome → meals

8 mm·w meals → welcome

9 mc·w cleaning → welcome

10 mw·c welcome → cleaning

11 md·m dishes → meals

12 mm·d meals → dishes

Table 4.1: The set of missions M is composed of five different sub-missions bar (b),
welcome (w), cleaning (c), dishes (d) and meals (m). These sub-missions are
paired into sequences of missions mi·j. The colors red ( ) and blue ( ) are representing
the color of the walls in each part of the mission. The sub-missions are executed as
sequences following the order described by the (→). Each part has half of the time of the
mission to be finished and is assessed with an independent performance metric. After the
execution, the performance metrics are returned.

Figure 4.8: Consequence of the presence of an outlier in the demonstration feature vectors.
The margin can be decreased but the produced behavior is farther from the expert feature
vector. The t-value is then not a perfect measure of quality.
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The latest PFSM proposed by apprenticeship learning is not necessarily the one clos-
est to expert demonstrations. In fact, even if the margin is reduced a priori from iteration
to iteration , the distance between produced and expert in the feature space may be
greater at the end of the execution. Distance is a performance measure used between
independent designs, but also to select the best PFSM for each design.

4.2.2 Performance of the Sequences

Like sub-tasks, performance must first be used to select the best PFSM by independent
design. Each iteration of each design returns a PFSM optimized by irace on the basis of
an objective function generated by apprenticeship learning, as well as two distances, one
for each part of the mission sequence. In order to compare the different PFSMs, it was
therefore chosen to aggregate the two distances to produce a value. Instead of making a
choice and adding more bias, several techniques are used and benchmarked. Two score-
based techniques : arithmetic mean and L2 norm and the last PFSM produced to have
an idea of the accuracy of the last objective function proposed by the algorithm. Salman
et al. [107] proved the effectiveness of these two simple aggregation methods for feature
selection.

The formulas of the aggregation techniques are the following, for the arithmetic mean

d1 + d2
2

(4.1)

and for the L2 norm √
d21 + d22 (4.2)

where d1 and d2 are the distances between expert and produced for the first and the sec-
ond part, respectively. The arithmetic mean is very easy to understand but it probably
does not penalise sufficiently the PFSMs that are perfect for one of the parts and really
bad for the other. This will be analyzed in the next chapter.

In addition to the scores that only consider the end of missions (such as demonstra-
tions), it can be interesting to analyze robot behavior throughout the process. Two kind
of visual inspection were therefore also carried out on all the best PFSMs in each of the
designs. The additional evaluation gives a score ranging from 0 for random behavior to
4 for a perfect behavior to each part and allows to see if the trigger was considered or
not. In some cases the trigger is not visible but present in the PFSM, this could not be
assess with the score-based techniques. The second kind is an external evaluation done
by a mix of people who know the world of swarm robotics and those who don’t. In order
to gather their opinions, a survey was sent to them. Designed via the Wooflash website,
it features two videos per mission to be evaluated; one for each part of the mission and
five designs were randomly selected to represent a pair of sub-missions. After viewing the
two videos, the externals are asked to rate the simulation according to its distance from
the demonstrations: from very far away to very close. More information about the survey
is available in the appendix B and the videos are available here.
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4.3 Protocol

In a more practical and concrete way, an evaluation protocol has been set up to compare
the two optimization proposals and determine whether Demo-Cho can be adapted to mis-
sion sequences.

The experimental protocol is as follows

1. The arena of the chosen mission is constructed in the arena builder Orchestra.

2. Five demonstrations are done for each part of the mission selected using the Demon-
stration builder Orchestra.

3. Ten instances of control software of Demo-Fruit with the single-objective optimiza-
tion are computed. Each independent design is launched for 15 iterations with a
budget of 100,000 executions for each in irace.

4. Ten instances of control software of Demo-Fruit with Mandarina optimization are
computed. Each independent design is launched for 15 iterations with a budget of
100,000 executions for each in irace.

5. For each instance, score-based and visual evaluation are performed.

6. Results are reported as graph performance of the PFSM’s selected with the different
score-based methods and heatmaps of the weights calculated through the SVM.

46



Chapter 5

Results

This chapter presents an analysis of the results obtained after applying the protocol de-
scribed earlier. A qualitative and quantitative analysis is carried out for each of the
proposed methods, weighted sum and Mandarina, and for each of the mission.

The performance metrics are presented for each sequence proposed and evaluated by
the protocol. These metrics include the representation of the distances between each
sub-mission and the corresponding demonstrations in feature space and heatmaps illus-
trating the mean weights attributed to calculated features across all designs within a
given sequence. Only the L2 norm metric is retained to select the best PFSMs for further
analysis, as it allowed to keep the best and most meaningful PFSMs for both optimization
methods. The scores of the other selection techniques are available in appendix C. Fur-
thermore, visual inspection offers a more comprehensive understanding of robot behavior.

Following each individual analysis, a comparison is conducted between the outcomes
derived from the weighted sum approach and those generated by Mandarina. This com-
parison is presented through two graphical representations: the distribution of optimal
PFSMs relative to the distances associated with the two sub-missions, and the represen-
tation of L2 norm values utilizing notched boxplots.

Lastly, the evaluations conducted by external observers are presented. These assessments
exclusively pertain to the outcomes yielded by the weighted sum method, given its better
overall performance.

The following section exposes all the results.

5.1 Missions with mB and mW

This section includes the two missions composed of the bar and welcome sub-missions,
in which the robots have to aggregate together in the center and stick to certain walls,
respectively.
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Figure 5.1: Plot showing distances aggregated using L2 norms for each mission and opti-
mization method. The aim is to have the smallest possible value. The results are fairly
similar for the different missions, although Mandarina tends to perform slightly less well.

BAR-WELCOME

For both optimization methods, the visual examination indicates a proficient comprehen-
sion of the demonstrations, as evidenced by the incorporation of triggers in all superior
PFSMs of the results. Regarding subtask performance, the latter is consistently priori-
tized.
For the weighted sum, the figure 5.2a shows that the best PFSMs selected thanks to the
L2 norm have small distances to the two sub-missions. When analyzing more closely the
PFSM that is the closest to the bottom left corner on the figure 5.2a, the swarm first
aggregates in the center because of the lack of blue detected but has a tendency to derive
to one of the black patches because no condition is specific to the white area and then
go to the blue walls. The result is good when comparing only the frames that represent
the final positions of each sub-task but the robots do not seem to understand all of the
mission. The visual inspection of the other PFSMs allows to find a different behavior
where the robots understand that they have to stay in the center of the arena by avoiding
the red color for the first part. Even if the distance is worse, the behavior is better in
terms of spacial constraints. Moreover, externals also tend to consider behaviors that
respect spatial constraints as better, even if aggregation is not as good, for example.
When using Mandarina, the results on the figure 5.2a are slightly worse but still optimize
both parts of the mission. This observation is confirmed by visual analysis and small and
slightly different values on the graph 5.1.

The four heatmaps displayed on the top of the figure 5.3 confirm that the mission represen-
tation barmainly involves the separation distance from black patches and the aggregation
of robots for both optimization methods.
For the welcome part, the accentuated feature is very precise for aggregation by maxi-
mizing proximity to the farthest robot, which maximizes them all. However, the distance
between individual patches is less clear. The differences between the two methods are
very slight, with Mandarina tending to move away from the left patch towards the right
one, but this is not particularly noticeable when observing the behavior of the swarm.
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(a) mB·W (b) mW ·B (c) mC·D

(d) mD·C (e) mD·M (f) mM ·D

(g) mW ·C (h) mC·W (i) mB·M

(j) mM ·B (k) mW ·M (l) mM ·W

Figure 5.2: Graphs representing the best PFSM for each design of each mission selected
with the score-based L2 norm method for weighted sum and Mandarina. The closer the
points are to the origin, the better the behavior, since it minimizes the distances for each
of the sub-missions making up the mission under consideration.
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(a) mB·W with weighted sum (b) mB·W with Mandarina

(c) mB·W with weighted sum (d) mW ·B with Mandarina

Figure 5.3: Heatmaps of the average weights for the bar and welcome missions.

WELCOME-BAR

For this mission, the second part is almost the only one optimized. All the methods use to
assess the performance have the same conclusion. On the figure 5.2b, almost all the points
are in the bottom right corner for the weighted sum and Mandarina. Only weighted sum
produces two PFSMs that optimize the first part of the mission. Mandarina produces
only PFSMs that favor the bar part.
Visual inspection confirms that the robots aggregate directly in the center of the arena
without even moving towards the walls for the first 600 steps. For the weighted sum, only
one experiment takes the trigger into account. Mandarina only produces PFSMs that
behave perfectly at the bar, as if there were no first part of the mission. The external
inspection almost always qualifies the simulation as being far removed from the demon-
strations, sometimes even very far removed since only one sub-mission is optimized. The
sub-missions in this order appear to be contradictory.

The heatmaps of both optimization methods visible on the figure’s bottom 5.3 show
a certain degree of disparity with regard to execution of the required tasks. In the con-
text of welcome mission, disadvantage is indicated for all positions close to the white
circle. Conversely, the mission bar shows a very precise characterization, underlining the
importance of the robot positioned furthest from the white circle, which forces it to get as
close to it as possible. At the same time, a reduction in the value associated with robots
located close to the black patches is observed, encouraging them to stay away from these
patches. The distribution of weights in the context of Mandarina is characterized by a
certain degree of fuzziness with regard to the welcome mission, while being particularly
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(a) mC·D with weighted sum (b) mC·D with Mandarina

(c) mD·C with weighted sum (d) mD·C with Mandarina

Figure 5.4: Heatmaps of the average weights for the cleaning and dishes missions.

accurate with regard to the bar mission, same conclusion can be made with the weighted
sum. This precision suggests a higher level of optimization within the barmission, aiming
to find exactly the features that matter.

5.2 Missions with mC and mD

This section includes the two missions composed of the cleaning and dishes sub-
missions, in which the robots have to cover the whole arena and aggregate in the left
black patch.

CLEANING-DISHES

With the weighted sum, out of the ten independant design initiated, only one yielded a
PFSM that neglected the trigger variable, whereas all other designs manifested a shift
in behavior in response to change in wall color. Optimum visual results were achieved
consistently with relatively close PFSM configurations. In this context, the role of the
trigger is more associated with a reactive mechanism activated by the presence of the
color blue, a facet that is not applicable in the case of red walls, during the first phase.
As a result, the robots start the mission with a random walking behavior, leading to a
final position close to that of the mission cleaning, but without being perfect. When
the blue hue appears, the robots engage the corresponding motion module in the direction
of the blue walls, while maintaining a distance from the green corner. Figure 5.2c shows
that the weighted sum method tends to optimize both parts, unlike Mandarina which
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creates PFSMs optimizing only one part. However, visual analysis of Mandarina shows
similar behavior to that observed with the weighted sum. Opinions of external people on
the behaviors produced by the weighted sum are rather mixed, with the results falling
more into the two most neutral responses, which denote average swarm quality.

The heatmaps situated on the top of the figure 5.4 shows that the weight allocation for
both methods exhibits a notable similarity, with a pronounced focus on inter-robot dis-
tances for the cleaning mission. Other weight values are relatively smaller in magnitude
or are allocated to non-strategic features. The amplification of proximities on the right
black patch is applied to robots located at a greater distance. For the dishes mission,
a difference can be observed between the two optimization methods: the weighted sum
assigns more precise weights, while retaining the same logic as Mandarina: minimizing
the distance to the left patch and maximizing that to the right patch, while also giving
some weight to aggregation.

DISHES-CLEANING

When the sequence of subtasks is inverted, both performance and behavior undergo a com-
plete transformation. Robots almost never react to color changes, never with the weighted
sum and with only three designs with Mandarina. Nevertheless, with the weighted sum,
flawless execution of the second sub-mission remains impossible if the first is totally ig-
nored. Instead, a fusion of the mission parts is adopted. The robots behave in a way
that facilitates mutual repulsion, while moving away from the color green, towards the
dishwasher side. Mandarina focuses mainly around a complete optimization of the second
part of the mission, displaying a relative disregard for the initial part. As a result, the
PFSMs generated tend to neglect the aggregation in the black area on the left to simply
adopt a random walk right from the start, aiming to perform the textsccleaning mission.
Once again, external opinions are mixed, but remain fairly neutral, suggesting that exe-
cuting just one of the two sub-missions does not make the simulation very far from the
demonstrations for them. As shown in figure 5.2d, the points are located in a space where
the distance is large with dishes and very small with cleaning. The PFSMs of the
two methods are intertwined on this graph and the aggregated performances are really
similar, see on figure 5.1.

The heatmaps at the bottom of the figure 5.4 show an almost perfect resemblance be-
tween the weights assigned to mission dishes by the weighted sum and Mandarina. These
weights make sense in promoting distance from the black right patch and proximity to
the left patch, but the weights are distributed more diffusely than when dishes were the
second part and exhibits a reduced emphasis on the attribute of inter-robot distance.
More differences emerge during the analysis conducted on the cleaning mission. The
weight allocation demonstrates a greater degree of randomness, with an objective of max-
imizing inter-robot distances while concurrently minimizing the distance of robots from
the white patch within a range that avoids extreme proximity or distance. Distances to
black patches are unclear and of less importance. The similarity exposed in the heatmaps
can also be seen in the graph in the figure 5.1, where the results of the two methods for
this mission are extremely close.
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(a) mD·M with weighted sum (b) mD·M with Mandarina

(c) mM ·D with weighted sum (d) mM ·D with Mandarina

Figure 5.5: Heatmaps of the average weights for the dishes and meals missions.

5.3 Missions with mD and mM

This section includes the two missions composed of the dishes and meals sub-missions,
in which the robots have to aggregate in the left black patch and aggregate in the right
black patch close by the green light.

DISHES-MEALS

Visual inspection clearly shows that the sequence of the two sub-missions poses problems
for Demo-Fruit with both optimization methods. With the weighted sum, the robots
react to the color trigger, but are unable to compose a behavior that fulfills the two given
objectives. If the second part is optimized (more than the first), the first part of the
simulation will show robots that do not quite go to the black patch on the right, but put
themselves in a position that facilitates the transition: all of the robots very close to the
red walls or some of them near the right black patch to attract the others when the color
changes, for example. In the opposite case, the first part is prioritized, and the result
and performance are poorer. The robot’s behavior is more closely associated with the
welcome mission, which has certain points in common with dishes. With Mandarina

as the optimization approach, the outcomes demonstrate a prevailing poor visual per-
formance, wherein only four out of the total of ten PFSM exhibit success in enhancing
a single mission part, namely the second one. None of the optimization methodologies
manage to yield a genuinely satisfactory PFSM, as evidenced by the figure 5.2e wherein
the data points are distinctly grouped into two clusters positioned significantly away from
the diagonal axis. For this mission, external opinions are clear: the simulations are far,
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even very far, from the demonstrations given by the experts.

The heatmap pairs at the top of the figure 5.5 justify the behaviour of the robots during
the different parts of the mission. For the first part, the importance of robots close to the
black patch on the left and the distance from the black patch on the right are evident,
while the emphasis on aggregation is relatively discrete. This suggests that robots tend to
disperse along the walls in the left zone, facilitating a smoother transition because all the
robots are sure to detect the trigger. In the second part, aggregation takes importance
without being precise, closely followed by positioning in relation to the black patch on the
right and distance from the other patches. The goal of the meals part is conveyed most
effectively by the assigned weights. The only small difference between the optimization
methods is the value of the weights for features 39 and 40, which is marginally greater for
the weighted sum approach.

MEALS-DISHES

From a visual point of view, the deductions mirror those previously obtained for the mis-
sion, although they involve the same sub-tasks in a reversed sequence. This similarity
implies the combination of tasks that appear contradictory and complex when performed
sequentially. This alignment with expectations is consistent with the nature of the mis-
sions, compounded by the need for the robots to traverse the entire arena. The second
part has priority, and the behaviour of the robots during the first phase is clearly influ-
enced by the need to get to the black patch on the left immediately afterwards. One
noticeable difference between the alternative orders lies in the distribution pattern of the
data points on the graph 5.2f. Rather than appearing as two distinct clusters, the data
points are more closely aligned along the diagonal axis and are distributed across all re-
gions within the area characterized by large distances for both sub-missions. This trend
aligns with both optimization methods, indicating a reduction in overall performance for
the second part, with the first part failing to achieve optimization in both cases, even
if visual inspection shows an understanding of the sub-mission. The robots do not go
exactly where they’re supposed to, but they are always attracted by the green during the
first part of the mission. The external opinions do not allow to draw any new conclusions,
since they are in line with the observations already made, describing the simulations as
rather far from the demonstrations.

The heatmaps at the bottom of the figure 5.5 are again very similar, showing an un-
derstanding of the missions to be carried out. The weights in the meals part tend to
favor moving away from the left black patch and towards the right black patch, while the
aggregation is more accentuated with the weighted sum method. In the context of the
dishes mission, specific features exhibit noteworthy weight allocations that effectively
target optimization of mission-relevant facets, namely proximity to the right black patch,
distance from the left, and aggregation behavior. Overall, the distribution of weights is
slightly wider when Mandarina is the optimization method used.
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(a) mW ·C with weighted sum (b) mW ·C with Mandarina

(c) mC·W with weighted sum (d) mC·W with Mandarina

Figure 5.6: Heatmaps of the average weights for the welcome and cleaning missions.

5.4 Missions with mW and mC

This section includes the two missions composed of the welcome and cleaning sub-
missions, in which the robots have to stick to certain walls and cover the whole arena
respectively.

WELCOME-CLEANING

As part of this mission, the robots acquire the ability to execute both parts fairly using a
weighted sum optimization approach. The trigger variable is integrated consistently, with
neither part systematically taking priority over the other. The most exemplary PFSM
in terms of visual representation introduces a behavioral pattern in which robots repel
each other near the baseline, but when they enter a black zone, they are attracted by the
red walls. Although PFSM doesn’t explicitly feature the color blue, its structural design
facilitates the transition: when there is no more red, the robots adopt random behavior
on the black patches too, occasionally leaving them and repelling each other, they clean
up. The majority of simulations are described as close or very close to demonstrations by
external survey participants.
On the contrary, the results obtained with Mandarina are much poorer, even though they
appear to be equivalent in the figure 5.2g. Only two PFSMs give satisfactory results when
both missions are carried out, taking the trigger into account. The distinct characteristic
among the remaining PFSMs with Mandarina, which maintain an acknowledgment of the
welcome part, is that the robots exhibit a uniform behavior throughout the entirety of
the mission entailing a random walking pattern away from the green area, which aligns
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with the welcome part. Instead of having two behaviours, Mandarina constructs one
that gives fine results for the two parts, mixing the goals.

The heatmaps positioned on top of the figure 5.6 facilitate a comparison of weight dis-
tributions, providing insights into the reasons behind the comparatively inferior results
observed with Mandarina. In the context of the welcome part, across both method-
ologies, emphasis is placed on the proximity between the robots and with the left black
patch, while concurrently seeking to maintain a certain distance from the central white
circle. This weight allocation effectively encapsulates a comprehensive representation of
the welcome mission. The difference is the feature selection, Mandarina sees a much less
precise distribution, each peak is surrounded by a wide standard deviation, to describe
the behavior many features are maximized or minimized. The heatmaps corresponding
to the two optimization methodologies exhibit a notably higher degree of similarity in
the context of the cleaning mission. Here, the primary focus resides in the inter-robot
distance.

CLEANING-WELCOME

The robots behave very well visually and the trigger is correctly understood and taken
into account for both the optimization methods. The second part is always perfect, the
robots systematically go towards the walls when turning blue and the first part is almost
perfect but often not as good as the second one. With the weighted sum, the two best vi-
sual PFSMs have a very simple PFSM that represents exactly the desired behaviour with
a repulsion that only changes if blue is detected and transforms into a GoToColor towards
blue. The same kind of PFSM is observed with Mandarina optimization. The only thing
that is not perfect for the welcome part is that the robots should not go to the blue
walls touching the right black patch. External opinions consider these simulations to be
close or very close to the demonstrations, confirming the good understanding of the two
sub-tasks.
The figure 5.2h accentuates the proximity between data points representing distances as-
sociated with the two mission parts for the optimal PFSMs produced by each optimization
approach. While it might seem that Mandarina performs less effectively, it’s important
to note that the distance values are exceedingly minimal, comparison can be made with
the graph of mW ·C 5.2g. Consequently, both methodologies yield highly convergent be-
haviors with a slightly enhanced comprehension of the welcome part in the weighted
sum approach.

The heatmaps are much more similar for this order of sub-missions, and can be seen
at the bottom of the figure 5.6. Both behaviors are so well represented by heatmaps
that they could be guessed just by using these tools. For cleaning, a maximization
of the distance between the robots being closest to ensure optimal coverage and a less
interpretable distribution for the distance to patches. This is to be expected, since all
robots must occupy the entire arena. welcome’s heatmaps are very different from those
of the opposite order, while retaining the same message, i.e. a certain aggregation of
robots away from the white circle. The divergence lies in the allocation of weights, which
is executed across a considerably reduced set of features. For instance, the accentuation
of aggregation is achieved by maximizing proximity to the furthest robot, relying solely
on a singular feature. The distance from the white circle and the right black patch are
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(a) mB·M with weighted sum (b) mB·M with Mandarina

(c) mM ·B with weighted sum (d) mM ·B with Mandarina

Figure 5.7: Heatmaps of the average weights for the bar and meals missions.

also maximized.

5.5 Missions with mB and mM

This section includes the two missions composed of the bar and meals sub-missions, in
which the robots have to aggregate on the white patch and aggregate on the right black
patch to the green walls respectively.

BAR-MEALS

On visual inspection, the different designs all showed similar behaviour, with only one of
the two parts being optimized by both the optimization methods. For the weighted sum,
the second part, meals, is usually perfect, and in two cases it’s the bar. In addition, the
trigger is almost never taken into account, which shows that the optimization algorithm is
ignoring one of its missions, leading to poor evaluation from the external point of view in
most of the designs presented. The best ones are considered close to the demonstrations
but never very close.
For Mandarina, it is slightly different, since even if the second part is almost always per-
fect, the first part is also taken into account. In fact, the PFSMs push the robots away
from the red walls, closer to the white circle for the first part, and then, after the first
600 steps, simply to the green walls. Even if the first part is not perfect - some robots
are already heading for the green walls - it is not totally ignored. Within the figure 5.2i,
the data points exhibit a division into two discernible clusters, with approximately com-
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parable values. Nonetheless, Mandarina succeeds in shifting a subset of points nearer to
the graph’s origin. This alteration is aligned with the observation that, while maintaining
minimal distances to the meals demonstrations, the distances from the bar demonstra-
tions are also diminished, consistent with visual assessments and boxplots position on
figure 5.1 where the mean L2 norm of Mandarina is slightly smaller.

The heatmaps on the top of the figure 5.7 are very similar, with only the scales dif-
fering slightly. The bar mission is characterized by maximizing the aggregation, the
proximity to the white patch and distance from the right black patch, more than the left
one. For Mandarina, the values of the key features are higher, which may explain the
better execution of the first part of the mission. In the context of the meals mission, the
primary focus resides in the distance from the white circle and the aggregation of robots.
Additionally, two features pertaining to proximity with the right black patch and distance
from the left black patch are also accentuated, with Mandarina displaying the strongest
emphasis on these features.

MEALS-BAR

Visual examination of the PFSM produced by the two optimization methodologies reveals
that only the second mission part is considered. The robots directly navigate to the center
of the arena within the white circle, without engaging in the tasks associated with the
meals mission. The trigger is always imperceptible and only occasionally detectable in
PFSM. However, it has no discernible influence or effect.
On the figure 5.2j, the points form a single cluster without taking the two outliers into
account. However it is important to keep in mind the scale of this graph. Indeed, the
distances to meals are around 3.5, which is enormous and ensures a poor understanding
of the mission. On the other hand, distances with bar are always very small, in line
with visual observations. Opinions are more than similar for this mission, with all users
considering the simulations far from the demonstrations.

As for the heatmaps displayed in the lower part of figure 5.7, the meals part shows
uniformity of behavior between the weighted sum and Mandarina. The distribution of
weights is particularly scattered, but there’s a general tendency to favor proximity to
the right black patch while ensuring distance with the other patches. Differences can
be seen in the bar part. The weighted sum places great emphasis on minimizing the
distance between the white spot and the farthest robot, and maximizing the distance be-
tween the right black spot and the nearest robot. The inter-robot distance is less affected
by the direct weightings, but rather a consequence of the proximity of the white spot.
For Mandarina, the same features are highlighted with comparatively lower values. This
decrease in values in the patch features is counterbalanced by the importance (even if
seemingly low) attached to optimizing inter-robot proximity.

5.6 Missions with mW and mM

This section includes the two missions composed of the welcome and meals sub-
missions, in which the robots have to stick to certain walls and aggregate on the right
black patch to the green walls respectively.
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(a) mW ·M with weighted sum (b) mW ·M with Mandarina

(c) mM ·W with weighted sum (d) mM ·W with Mandarina

Figure 5.8: Heatmaps of the average weights for the welcome and meals missions.

WELCOME-MEALS

From a visual point of view and with the help of the illustrative diagram 5.2k, it becomes
clear that optimization has been selectively applied to one part, while the other is not
enhanced when using a weighted sum approach, resulting in an absence of points along
the diagonal axis. Although the trigger variable is duly taken into account, it should be
noted that the initial phase of the mission is often left incomplete by robots. The most
exemplary PFSM in the visual representation, which skilfully accomplishes the second
part and partially responds to the first, presents a distinct pattern of behavior. In this
scheme, the robots strategically employ awelcomemaneuver to approach the designated
area on the right, minimizing the distance they must travel once the perimeter walls turn
blue. Even so, with the robots showing a tendency to complete the first part, external
observations do not all agree that the simulations are far from the demonstrations, rather
there is a mix with also opinions saying that the simulations are close.
For Mandarina, the result is the same: the two parts of the mission are never both
optimized, except for one PFSM. In the scenario involving this particular PFSM, the
collective behavior pertaining to the mission is nearly impeccable. The robots exhibit
movement towards the red walls, with the color alteration acting as a trigger that facil-
itates a transition directing them towards the green zone. Although this outcome may
not be representative, it nonetheless constitutes an encouraging result.

The upper heatmaps in figure 5.8 support the distribution of points for the mission.
One of the main observations is the similarity of these heatmaps between the two opti-
mization methods: weighted sum and Mandarina. In the context of the welcome part,
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the focus is on the maximal distance to the right black patch and the minimal distance
to the left black patch, while giving importance to aggregation behavior. For the meals
part, robots are asked to move away from the left black spot and the white spot towards
the right black spot. The features describing the distances between the robots are more
or less all maximized, which reduces the impact of this feature. A priori, aggregation is
ensured by proximity to the right patch.

MEALS-WELCOME

Even if the points are not perfectly on the diagonal, since the distance is much smaller
for the welcome part, the distribution is better than with the previous order. This can
be seen on the figure 5.2l. The concentration of points with better values and smaller
distances is higher for the weighted sum, but Mandarina’s best PFSMs are better visu-
ally. Rather than executing a straightforward movement towards the blue walls upon
their transition, following a period of random walking during the red phase, the robots
also exhibit an attraction towards the green walls during the first part. While the meals
mission is not executed flawlessly, it is visible within the PFSMs. Of the 5 designs, two are
considered far and three rather close to the demonstrations. The analysis would probably
have been even better with PFSM of Mandarina.

The heatmaps at the bottom of figure 5.8 support the assumption that Demo-Fruit has
captured the purpose of the sub-mission meals, as shown by the allocation of weights
accentuating proximity to the right black patch, distance from the left black patch and,
to a minor extent, robot aggregation. However, despite the presence of this intention, the
prevailing conditions are inadequate to guarantee accurate execution of this specific part
by the robots, even if the weighted sum constitutes the most accurate allocation. Simi-
larly, the heatmaps relating to the welcome phase give the impression of a clever use
of weights, with greater emphasis placed on the aggregation aspect, while comparatively
less weight is assigned to the radial distance from the white circle and the right patch.
For this part, Mandarina accentuates certain features (distance to patches) more than the
weighted sum.
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Discussion

The primary objective of this master thesis is to investigate whether it is possible to au-
tomatically design the control for a robot swarm that must execute missions expressed
as a sequence of sub-missions, in particular, by avoiding the need of explicitly defining
an objective function for these sub-missions. To do so, Demo-Fruit was introduced and
tested in the past sections by applying the protocol set up as part of this master thesis.
This section is dedicated to the analysis and interpretation of the results presented in
the preceding section, with the aim of elucidating the underlying factors contributing to
these outcomes. Additionally, recommendations for enhancing the Demo-Fruit system
are presented as a concluding part of this discussion.

Before discussing the results presented, it is worth mentioning that the experiments pre-
sented here miss a comparison with a reference method, the usual protocol for determining
whether a new method offers satisfactory results. Demo-Fruit is a method that tackles
a design problem for which no previous references exist. The specifications given in the
experiments do not have a mathematical formulation, and therefore, it is not possible to
compare Demo-Fruit against traditional automatic methods that rely on objective func-
tions to drive the optimization process. To do so, we would have to apply these objective
functions to the PFSMs generated with Demo-Fruit. Gharbi [8] also concluded this when
introducing Demo-Cho, the method that inspired to build Demo-Fruit. A well-established
protocol to assess design by demonstration is still missing in the swarm robotics literature.

Within a wider context, the L2 norm-driven notched boxplots representing distance ag-
gregations on figure 5.1 illustrate that the two optimization methodologies (weighted sum
and Mandarina) yield results that are comparable, if not similar. It is noteworthy that
no existing methodology was available for the comparative evaluation of these optimizers
within the sphere of multi-optimization for swarm control software. Hence, the method
devised in this master thesis to address this challenge proves applicable and efficacious
for both optimization techniques.

Examination of the heatmaps generated for each mission and sub-mission demonstrates
the effectiveness of applying learning to mission sequences in this context. The weights al-
located are oriented towards features that elucidate the behaviors predicted in the demon-
strations. In this context, the choice of sub-missions was aligned with the use of Demo-Cho
while adhering to its linearity assumption, inherent to the linear support vector machines
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(SVMs) used. However, it is not logical to assume that, in all cases, the mission spec-
ification will be the expression of a linearly separable problem, to which a linear SVM
can be applied. Consequently, future efforts are needed to create a more comprehensive
method capable of dealing with nonlinearities in feature space. A single step to extend
Demo-Fruit in this direction could be, for example, the application of the kernel trick
[108]. In addition, increasing the feature set could be a viable approach to this challenge,
as shown by the case of the serving sub-mission, which required a modification of the
features to account for matching, details in A.3.

The results show that the optimization of the second part of the sequences is more efficient
than that of the first part, as illustrated by the results shown in the graphs describing
the distances between sub-missions and demonstrations. A possible hypothesis for these
results is that irace aims to minimize the possible loss of performance that occurs dur-
ing the transition between the first and second sub-missions. It is reasonable to assume
that in some missions, the transition between the two may be complex (requiring several
behavior modules). In addition, the initial positioning of the robots could complicate the
execution of the first part of the mission, with the bar mission for example, the effort
to deviate from the center is probably too great compared to the gain of staying close to
the initial positions and thus directly carrying out the second sub-mission. This hypoth-
esis could lead us to think that the optimization process could possibly ignore the first
part of the mission and move straight on to the execution of the second part, in order to
minimize the loss of performance. However, this conjecture cannot be proven with the
protocol presented in this thesis, and further research is needed to investigate this issue.

The analyses further revealed that themealsmission is not well-aligned with the function-
ality of the current version of Demo-Fruit. When this particular sub-mission is positioned
within the initial part, it tends to be disregarded. Conversely, when placed in the second
part, the optimization process tends to favor one of the sub-missions, whether it is the
first or second. Two prospective resolutions have been discerned to enhance performance.
Primarily, the inherent complexity of the arena itself poses a challenge, given that the
robots become confined to an arena section that may not facilitate the detection of color
triggers. Secondly, and as mentioned earlier, the existing linear optimization techniques
may not be inherently suitable, prompting an avenue of inquiry into methods conducive
to solving non-convex multi-objective problems, which could prove particularly insightful.
Nevertheless, it’s worth noting that this issue persists when employing Mandarina, sug-
gesting that linear estimation of the implicit objective function may not be well-suited
for this particular sequencing of tasks. In this scenario, the same potential solutions as
previously discussed warrant exploration: a reevaluation of feature definitions and the
potential utilization of kernel-based techniques.

Finally, a problem already raised in the analysis of Demo-Cho is still present: as the
implicit objective function does not change much over the iterations if the PFSMs do not
reduce the margin, the Demo-Fruit strategy does not evolve. This brings a diversification
problem, and a means of exploring different solutions could be put in place to ensure that
the best implicit function is found.
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Conclusions

In this master thesis, we introduced Demo-Fruit, aiming to formulate a novel automatic
design of control software tailored for orchestrating mission sequences executed by robot
swarms.

The initial phase of this master thesis involved the modification of Demo-Cho—a method
that serve as inspiration—facilitating its compatibility with AutoMoDe-TuttiFruttimod-
ules in lieu of the AutoMoDe- Chocolate counterpart. Subsequently, an augmentation was
introduced to enable the optimization of mission sequences. In pursuit of this objective,
two methodologies for handling multi-criteria designs were explored: the widely employed
weighted sum approach, conventionally employed in the realm of multi-criteria design
within swarm robotics, and the pioneering automatic design based on irace, named
Mandarina.

To evaluate the effectiveness of the two defined optimization techniques, a comprehensive
testing protocol was developed. This protocol was designed as part of this master thesis,
starting with the contextualization and precise delineation of the sub-missions. Subse-
quently, these sub-missions were matched to formulate the ultimate biobjective missions.
The test protocol also incorporated an assortment of innovative metrics, carefully formu-
lated to provide a quantitative measure of performance. These metrics were used alongside
a detailed visual inspection of the robot’s behavior.

The evaluations carried out showed that both optimization methodologies produced prob-
abilistic finite state machines (PFSMs) with similar performance characteristics. A subset
of missions gave very encouraging results, even if some seemed ill-suited to the current ver-
sion of Demo-Fruit. Avenues for improvement were suggested to strengthen Demo-Fruit

and attempt to resolve the problems identified.

In conclusion, new automatic control software design suitable for robot swarms tasked
with executing sequences comprising two distinct missions was designed. In addition, an
evaluation protocol was developed to provide guidelines for future work on the automatic
design of robot swarms by demonstration. This undertaking highlighted the ability of
Demo-Fruit to produce results with a varying degree of satisfaction through the use of
two distinct optimization techniques.
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[84] Vito Trianni and Manuel López-Ibáñez. Advantages of task-specific multi-objective
optimisation in evolutionary robotics. PloS one, 10(8):e0136406, 2015.

70



BIBLIOGRAPHY

[85] Julia Handl and Joshua Knowles. Modes of problem solving with multiple ob-
jectives: Implications for interpreting the pareto set and for decision making. In
Multiobjective Problem Solving from Nature: From Concepts to Applications, pages
131–151. Springer, 2008.

[86] Miguel Duarte, Vasco Costa, Jorge Gomes, Tiago Rodrigues, Fernando Silva, San-
cho Moura Oliveira, and Anders Lyhne Christensen. Evolution of collective behav-
iors for a real swarm of aquatic surface robots. PloS one, 11(3):e0151834, 2016.

[87] Christos Ampatzis, Elio Tuci, Vito Trianni, Anders Lyhne Christensen, and Marco
Dorigo. Evolving self-assembly in autonomous homogeneous robots: Experiments
with two physical robots. Artificial Life, 15(4):465–484, 2009.

[88] Jean-Baptiste Mouret and Jeff Clune. Illuminating search spaces by mapping elites.
arXiv preprint arXiv:1504.04909, 2015.

[89] Justin K Pugh, Lisa B Soros, and Kenneth O Stanley. Quality diversity: A new
frontier for evolutionary computation. Frontiers in Robotics and AI, 3:40, 2016.

[90] Marc Kirschner and John Gerhart. Evolvability. Proceedings of the National
Academy of Sciences, 95(15):8420–8427, 1998.

[91] Joel Lehman, Kenneth O Stanley, et al. Exploiting open-endedness to solve problems
through the search for novelty. In ALIFE, pages 329–336, 2008.

[92] Joel Lehman and Kenneth O Stanley. Evolving a diversity of virtual creatures
through novelty search and local competition. In Proceedings of the 13th annual
conference on Genetic and evolutionary computation, pages 211–218, 2011.

[93] Eckart Zitzler and Lothar Thiele. Multiobjective optimization using evolutionary
algorithms—a comparative case study. In International conference on parallel prob-
lem solving from nature, pages 292–301. Springer, 1998.

[94] Shervin Nouyan, Roderich Groß, Michael Bonani, Francesco Mondada, and Marco
Dorigo. Teamwork in self-organized robot colonies. IEEE Transactions on Evolu-
tionary Computation, 13(4):695–711, 2009.

[95] Lorenzo Garattoni and Mauro Birattari. Autonomous task sequencing in a robot
swarm. Science Robotics, 3(20):eaat0430, 2018.

[96] Arne Brutschy, Lorenzo Garattoni, Manuele Brambilla, Gianpiero Francesca, Gio-
vanni Pini, Marco Dorigo, and Mauro Birattari. The tam: abstracting complex
tasks in swarm robotics research. Swarm Intelligence, 9:1–22, 2015.

[97] Nick Jakobi, Phil Husbands, and Inman Harvey. Noise and the reality gap: The
use of simulation in evolutionary robotics. In Advances in Artificial Life: Third
European Conference on Artificial Life Granada, Spain, June 4–6, 1995 Proceedings
3, pages 704–720. Springer, 1995.

[98] Nils J Nilsson et al. Shakey the robot. 1984.

71



BIBLIOGRAPHY

[99] Rodney A Brooks. Intelligence without representation. Artificial intelligence, 47(1-
3):139–159, 1991.

[100] Valerio Sperati, Vito Trianni, and Stefano Nolfi. Self-organised path formation in a
swarm of robots. Swarm Intelligence, 5:97–119, 2011.

[101] Ken Hasselmann, Antoine Ligot, Gianpiero Francesca, and M Birattari. Reference
models for automode. IRIDIA, Université libre de Bruxelles, Brussels, Belgium,
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Appendix A

Additional Features

When testing the feasibility of the missions used as sub-tasks, one of the missions was
problematic and the algorithm could not optimize it properly. This mission is the serving
where the robots have to cover the gray part of the arena. The given demonstrations can
be seen on the figure A.1.

Figure A.1: Five demonstrations of the end positions the robots have to take for the
serving mission. The expected behavior is to cover the gray area.

The problem is that the robots don’t stay in the gray area, so there is almost no difference

Figure A.2: Margin evolution over iterations for mission serving optimization. The
margin value converges towards 0.
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Figure A.3: Margin evolution over iterations for mission serving optimization with the
new features. The margin value decreases from the first iteration but does not converge
to one value.

Figure A.4: Heatmap of the average weight values of the last iteration over the 5 designs.

with repulsion over the whole arena. However, the graph of the margin value A.2 did not
identify the problem, only visual inspection. This is further proof that metrics are lacking
to assess Demo-Fruit’s performance. The idea to solve the problem is to introduce a new
feature describing the distance of the swarm to each of the corner of the arena. The new
feature is calculated as follows:

µcorneri = e−
2ln(10)

d
xcorneri , (A.1)

where i = {0, 1, 2, 3, 4, 5} is the number of corners of the arena, six corners in this case
and xcorneri is the distance between the closest robots of the swarm to the corneri.

It is harder for the margin value to converge to a single clear value A.3, but it’s still
decreasing, and an improvement is visible for the area in which the robots have to nav-
igate. The robots do not go into the black areas even if they do not really do repulsion
in the gray area and the worst results are generated by the PFSM associated with the
lowest values of t. The heatmap available in the figure A.4 shows that weight is given to
two of the new features, the two corners from which the robots must move away as far as
possible.
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Appendix B

Survey for Visual Inspection

As there is no general method for assessing the performance of a swarm that performs
a sequence of sub-missions learned from demonstrations and with no objective function
available, several methods have been proposed, including visual inspection. But by keep-
ing only my visual inspection, I introduce a bias since I know exactly what I wanted the
robots to do, and I risk looking for any sign that might point in that direction. One way of
countering this problem is to ask people outside the research field to rate the performance
of the swarms.

The way the questions were asked had to be thought through and adapted to make
the survey interesting without requiring too much time or effort. First of all, I decided
to propose five designs for each mission, rather than the ten created for the test protocol.
Secondly, even though the mission videos have been speeded up, seeing both parts in one
go was complicated by the need to cram a lot of information into one go. The videos were
therefore split in two, each representing half a sequence. For the evaluation itself, the
aim was not to have the possibility of voting for a ”neutral” score, not too bad and not
really good, so four levels of quality are proposed to characterize the similarity with the
demonstrations: very far, far, close and very close. Finally, I chose to evaluate only the
mission as a whole, because if an evaluation were requested for each of the sub-missions
and for the whole, the last measure would probably simply be an average of the first two.
And evaluating each of the sub-missions is less interesting than evaluating the mission as
a whole, since the distances already allow us to qualify the sub-missions individually.

In order to carry out this survey, the Wooflash platform was chosen, as it allowed me
to create the type of question I needed, and above all to add images and videos to the
questions. A screenshot of the question type can be seen on figures B.1
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Figure B.1: Screenshot of the first part of the questions asked to external people to eval-
uate the performance of the swarm performing a mission sequence. The demonstrations
provided to the algorithm to describe the behavior can be seen just above the video show-
ing the final behavior of the robots. Here it is the sub-mission bar that is shown.

Figure B.2: Screenshot of the second part of the questions asked to external people to
evaluate the performance of the swarm performing a mission sequence. The demonstra-
tions provided to the algorithm to describe the behavior can be seen just above the video
showing the final behavior of the robots. Here it is the sub-mission welcome that is
shown.
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Appendix C

Additional Graphs

Below are graphs showing the different ways of selecting the best PFSM generated by
designing a mission solved with the weighted sum and then with Mandarina.
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(a) mB·W (b) mW ·B (c) mC·D

(d) mD·C (e) mD·M (f) mM ·D

(g) mW ·C (h) mC·W (i) mB·M

(j) mM ·B (k) mW ·M (l) mM ·W

Figure C.1: Comparison of different ways of selecting the best PFSMs for each of the
missions solved with the weighted sum.
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(a) mB·W (b) mW ·B (c) mC·D

(d) mD·C (e) mD·M (f) mM ·D

(g) mW ·C (h) mC·W (i) mB·M

(j) mM ·B (k) mW ·M (l) mM ·W

Figure C.2: Comparison of different ways of selecting the best PFSMs for each of the
missions solved with Mandarina.
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