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Abstract— Automatic design is a promising approach to
generating control software for robot swarms. So far, automatic
design has relied on mission-specific objective functions to
specify the desired collective behavior. In this paper, we explore
the possibility to specify the desired collective behavior via
demonstrations. We develop Demo-Cho, an automatic design
method that combines inverse reinforcement learning with
automatic modular design of control software for robot swarms.
We show that, only on the basis of demonstrations and without
the need to be provided with an explicit objective function,
Demo-Cho successfully generated control software to perform
four missions. We present results obtained in simulation and
with physical robots.

I. INTRODUCTION

Swarm robotics is an approach to control large groups of
autonomous robots [1]–[3]. It is considered a prominent
research direction [4] and has attained a notable position
in the literature [5]–[12]. A robot swarm is a decentralized
system and consists of relatively simple robots that can
perceive and interact with the environment only in their local
neighborhood. A swarm is a self-organizing system, that is,
its collective behavior emerges from the interactions of its
individual robots. The design challenge in swarm robotics is
to program the individual robots so that a desired collective
behavior emerges. Several methods have been proposed for
specific classes of missions [13]–[21]. Yet, due to the many
unpredictable interactions within the swarm, no generally-
applicable and principled method exists to design a desired
collective behavior [22]–[24].

Automatic off-line design has proven to be a viable
approach for the design of control software for robot swarms
[25]–[29]—other related approaches exist [30]–[32]. In auto-
matic off-line design, an optimization algorithm searches the
space of possible instances of control software to find one
that maximizes a given mission-specific objective function,
which measures the performance of the swarm. The objec-
tive function is typically assessed through simulations. The
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selected instance of control software is then uploaded to real
robots, which are then deployed in the target environment
to perform the mission. Notably, no human intervention
beyond the specification of the mission takes place [32].
The objective function is part of the formal specification
of the mission at hand. Defining an objective function is
challenging, and requires to be familiar with mathematical
modeling. This is a task that requires the attention of a skilled
professional and could not be performed by an end user.

The problem of defining an appropriate objective function
is similar to the problem that in the reinforcement learning
literature goes by the name of reward shaping: the defini-
tion of a reward function that facilitates learning a desired
policy [33]. Inverse reinforcement learning is an approach
to address this problem: instead of learning a policy that
maximizes a given reward function, inverse reinforcement
learning algorithms learn a reward function from demonstra-
tions of an optimal behavior. The learned reward function
can then be used to generate a policy that reproduces the
demonstrated behavior. Inverse reinforcement learning is
motivated by the fact that, for some classes of problems,
demonstrating an optimal behavior is easier than defining
a properly shaped reward function [34], [35]. One of the
earliest proposed approaches to inverse reinforcement learn-
ing is apprenticeship learning [35]. Given demonstrations of
the desired behavior, the apprenticeship learning algorithm
iterates between i) learning a policy based on an intermediate
reward function and ii) learning a new intermediate reward
function based on the behavior of the previously generated
policies. The algorithm stops if the behavior of the current
policy is sufficiently close to the provided demonstrations.

We contend that inverse reinforcement learning can be
adopted in the framework of the automatic design of control
software for robot swarms: instead of defining a mission-
specific objective function, we can provide demonstrations of
the desired swarm behavior and let an inverse reinforcement
learning algorithm infer an objective function to automati-
cally generate the control software that produces the desired
behavior itself. In this work, we focus on desired behaviors
that can be described through the final position of the robots.

II. RELATED WORK

Inverse reinforcement learning has already found application
in robotics: Krishnan et al. proposed SWIRL, an inverse
reinforcement learning algorithm to learn various robot tasks,
including parallel parking and surgical cutting along a line
[36]. The robot successfully learned the tasks from demon-



strations and the learned policies were robust to perturba-
tions, such as different initial positions.

Inverse reinforcement learning was also studied in the
scope of multi-agent systems. Natarajan et al. used inverse
reinforcement learning to develop a centralized controller
that coordinates multiple traffic lights [37]. Song et al. used
inverse reinforcement learning to design policies in general
Markov games [38].

In swarm robotics, Šošic et al. used inverse reinforcement
learning to learn swarm policies from trajectories obtained
from simulations of two particle models [39]. The results
show that the swarm was able to replicate the behavior of
both particle models. However, the design process required
the complete behavior to be already pre-implemented so as
to serve as a demonstration.

Besides inverse reinforcement learning, other approaches
have been adopted in swarm robotics to learn collective
behaviors from demonstrations. Li et al. proposed Turing
learning, a method that enables robots to imitate the behavior
of other pre-programmed robots, without the need to man-
ually specify the set of features that describe the desired
behavior [40]. However, the approach assumes that an im-
plementation of the desired behavior exists and can be used
to generate demonstrations. Alharthi et al. extracted swarm
behaviors from video demonstrations and used evolutionary
algorithms to synthesize control software in the form of
behavior trees [41]. Also in this case, the approach requires
that an implementation of the desired behavior exists.

III. APPRENTICESHIP LEARNING

Reinforcement learning problems are commonly modelled as
a Markov decision process M “ pS,A, T, γ,Rq [42]. A re-
inforcement learning algorithm learns a policy π : S Ñ A
that maximizes the expected sum of discounted rewards:
Es0rV π

M ps0qs “ Es0r
ř

t γ
tRpstq|πs, with s0, . . . , st P S.

In inverse reinforcement learning, the reward function R is
not provided. Instead, demonstrations of the desired behavior
are given in the form of sequences of states. It is assumed
that a “true” reward function R˚ exists and it is such that
the policy π˚ that maximizes the value function based on
R˚ would generate the given demonstrations.

In apprenticeship learning [35], it is furthermore assumed
that there exists some mapping ϕ : S Ñ r0, 1sk that maps the
states of the system to a k-dimensional vector of features.
The “true” reward function R˚ is assumed to be a linear com-
bination of the features: R˚psq “ w˚ ¨ϕpsq, where w˚ P Rk

and s P S. For every policy π, a feature expectation can be
defined as µpπq “ Es0r

ř

t γ
tϕpstq|πs P Rk. It follows that,

for R˚, Es0rV π
M ps0qs “ w˚ ¨ µpπq. When the expectation

cannot be computed formally, it can be replaced by an
empirical estimate µ̂pπq computed on the basis of sampled
trajectories. With µE , we indicate the feature expectation of
the provided demonstrations.

Algorithm 1 shows the pseudo-code of the apprenticeship
learning algorithm. Given the mapping ϕ and the feature ex-
pectation µE of the demonstrations, the algorithm iteratively
refines the vector of weights w, until the observed feature

Algorithm 1 Apprenticeship learning [35]

Given: ϕ, µE

Select a random initial policy π0

Compute µ0 :“ µpπ0q

repeat
Compute wi`1 by fitting a SVM on µE and all µi

Learn policy πi`1 on rewards Ri`1psq “ wi`1 ¨ ϕpsq

Compute µi`1 :“ µpπi`1q

until Stopping criterion met
return wi`1 as w˚

expectation µi approximates µE . At every iteration, a support
vector machine [43] is fitted on µE and all encountered µi.
Its coefficients are used as wi`1, the vector of weights that
defines the reward function. A new policy πi`1 is learned
on Ri`1psq “ wi`1 ¨ϕpsq and its feature expectation µi`1 is
added to the set of feature expectations used to fit the support
vector machine in the following iteration. The algorithm
stops when a stopping criterion is met—for example, after a
number of given iterations or when a criterion of similarity
between the demonstrated and generated behavior is met.

IV. DESIGNING ROBOT SWARMS BY
DEMONSTRATION

As shown in Section II, all demonstration-based methods
proposed in swarm robotics so far require that at least some
robots exist that can demonstrate the desired behavior. This
clearly prevents the existing approaches from being used to
generate new behaviors. It is our contention that this results
from the fact that, in the existing literature, demonstrations
have always been conceived as descriptions of how the robots
should behave. In this work, we consider demonstrations as
descriptions of what the swarm should accomplish. Specifi-
cally, we focus here on the class of missions in which what
the robots should accomplish is to position themselves in
the environment according to a desired distribution. In this
case, a demonstration is a desired final position. Although
this class of missions does not cover all possible missions
of interest in swarm robotics, it includes a large share of the
missions that have been studied in the literature [44], [45].

We propose Demo-Cho, an automatic design method
that combines apprenticeship learning (see Section III) with
Chocolate, a state-of-the-art automatic off-line design
method to generate control software for robot swarms [12],
[46]. Demo-Cho generates control software for the e-puck
robot, a two-wheeled robot [47], [48], extended by a Linux
extension board [49] and a range-and-bearing board [50]
(see Figure 1). Its sensors and actuators were formalized
through a reference model, namely RM1.1 [51]. According
to RM1.1, the robot is endowed with 8 proximity sensors
that can perceive obstacles and other robots, 8 light sensors
that can perceive a light source, 3 ground sensors that can
detect if the floor is white, black or gray, and a range-
and-bearing board that provides the number of neighbors
perceived and a vector pointing to their center of mass. The
robot is also endowed with two wheels whose velocity can be
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Fig. 1: The e-puck robot and its reference model RM1.1.

independently controlled. We assume that the robots operate
in a bounded arena in which the floor is gray and some
regions might be white or black. Outside the arena, there is
a light source that is switched on in some missions and off
in others.

In Demo-Cho, the end user can provide demonstrations
of the desired final positions of the robots2. Demo-Cho
then uses the apprenticeship learning algorithm to compute
a candidate objective function and Chocolate to generate
control software based on a candidate objective function.
Demo-Cho stops after a fixed number of iterations.

Concerning the feature mapping ϕ, the features we adopted
to describe the final position of the robots are based on the
distance of each robot from relevant landmarks. Notably, we
consider two classes of landmarks: black or white regions
and the nearest peer of each robot. We scale distances to the
interval r0, 1s according to 10´2x{d where d is the arena’s
diameter and x is the distance to the landmark. Concerning
the distance from the regions, if the shortest straight path
between the robot and the region is obstructed by a wall,
the feature value is set to 0. It is worth noting that the set
of features is mission-dependent, as the number of black
and white regions possibly varies between missions. Yet, the
construction of this mapping is fully automatic and does not
require the intervention/analysis of a human expert. Because
all robots of the swarm are interchangeable, the features
form an unordered set. To cast them into a vector in a
meaningful way so that the apprenticeship learning algorithm
can operate on them, we sort them first by the landmark
and then in descending order. To give an example, in the
feature vector pϕl1,1, ϕl1,2, ..., ϕl1,n, ϕl2,1, ...q, ϕl1,1 is the
feature corresponding to the distance of the nearest robot to
landmark l1, ϕl1,2 is the one corresponding to the distance
of the second nearest robot to l1, etc.

2See the supplementary material at https://iridia.ulb.ac.be/
supp/IridiaSupp2022-003/

(a) HOMING (b) AAC

(c) SAC (d) CFA

Fig. 2: Missions and an example of a demonstration.

V. EXPERIMENTAL SETUP

A. Design methods

To appraise the performance of the control software gener-
ated by Demo-Cho, we present also the results obtained by
Chocolate and EvoStick. Chocolate designs control
software in the form of a probabilistic finite-state machine,
assembled from behavioral and conditional modules that are
hand-crafted once and for all in a mission-agnostic way [46].
EvoStick is an implementation of the classical neuro-
evolutionary approach and designs control software in the
form of a feed-forward artificial neural network [27]. No-
tably, both Chocolate and EvoStick require the actual
objective function, whereas Demo-Cho does not.

B. Missions

We assess Demo-Cho on four missions that were already
studied in the literature. For each of them, an objective
function is available because it was defined as part of their
specifications in the original works that introduced them. We
report the original objective functions here and we assume
that they are accurate representations of the desired collective
behaviors.

All mission take place in the same dodecagonal arena of
approximately 5m2. For all missions, the swarm size is fixed
to 20 robots.

In HOMING [12], the swarm must explore the arena and
aggregate in the home area represented by a circular black
region with radius of 30 cm (see Figure 2a). The original
objective function is FHoming “ NpT q, where Nptq is the
number of robots in the home area at time t and T “ 180 s
is the mission duration.

In AAC [46] (aggregation with ambient cues), the swarm
must aggregate as quickly as possible in a target area
represented by a circular black region with radius of 30 cm.
Additionally, the arena contains one white circular region
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with radius of 30 cm and a light source is placed outside of
the arena (see Figure 2b). The original objective function is
FAAC “

řT
t“1 Nptq, where Nptq is the number of robots in

the target are at time t and T “ 180 s is the mission duration.
In SAC [52] (shelter with ambient cues), the swarm must

aggregate as quickly as possible in a shelter that can only
be accessed from one side. The shelter is indicated by a
white rectangular area of 25 cm by 15 cm and delimited by
three walls, leaving an opening only on one side. The floor
in the arena behind the opening of the shelter is black and
a light source is placed outside the arena, facing the open
side of the shelter (see Figure 2c). For technical reasons
regarding the encoding of the environment in the simulator,
the black region is composed by three contiguous rectangular
sub-regions, one behind the shelter and one on each of its
sides. The original objective function is FSAC “

řT
t“1 Nptq,

where Nptq is the number of robots in the shelter at time t
and T “ 180 s is the mission duration.

In CFA [46] (coverage with forbidden areas), the swarm
must spread through the arena while avoiding the forbidden
areas represented by three black circular regions with radii
of 30 cm (see Figure 2d). The original objective function is
ErdpT qs, the expected distance between a generic point in
the arena and the closest robot not on a forbidden area, at
the end of T, and T “ 180 s is the experiment duration. To
be consistent with the other missions in which the objective
function is to be maximized, we reformulate the objective
function as FCFA “ 250 ´ ErdpT qs where 250 is the
theoretical maximum value of ErdpT qs.

C. Protocol

For each mission, we provided five demonstrations of the
final position of the robot swarm to be used by Demo-Cho—
see the supplementary material2. We ran 10 independent
design processes for each of the three design methods under
analysis. All design methods adopt the same simulator:
ARGoS3 [53]. Demo-Cho was run for 50 iterations, each
iteration with a budget of 10 000 simulation runs per itera-
tion. Chocolate and EvoStick were run with a design
budget of 10 000 simulation runs and optimize the original
objective function. All in all, this grants Demo-Cho a budget
that is fifty times larger than the one of Chocolate and
EvoStick. The goal of this protocol is not to achieve a
fair comparison between the three design methods, which
could be a rather complex endeavour, see the discussion
in Section VII. Indeed, Chocolate and EvoStick have
the clear advantage of being fed with an objective function;
the larger budget allocated to Demo-Cho is intended to
compensate somehow for the fact that Demo-Cho has to
infer the objective function from the given demonstrations. In
this context, we felt that the primary concern was to provide
an appropriate budget to each automatic design process: the
one performed by Chocolate and EvoStick, and each of
the 50 ones performed within each execution of Demo-Cho.
Following our previous experience, we allocated to each
of these design processes a budget of 10 000 simulations.
Concerning the choice of the number of iterations to be

taken as a stopping criterion for Demo-Cho, as no previous
literature exist on this issue, we fixed this to a sufficiently
large number to make sure that the algorithm had time to
converge to a meaningful solution—see the discussion in
Section VI where we comment a posteriori on this choice,
in the light of the results obtained through the present study.

We assessed the resulting instances of control software
once in simulation and once in reality. In the experiments
with the robots, performance was measured automatically
using a tracking system [54]. We provide both a qualitative
and a quantitative assessment of the performance of the
swarms generated by the three methods under analysis. The
qualitative assessment is based on visual inspection of the
generated behaviors. The quantitative assessment is based
on the mission-specific objective function, the same one that
Chocolate and EvoStick optimize within the design
process. For a detailed discussion of this choice, we refer
the reader to Section VII.

We report the results in the form of notched boxplots.
In the boxplots, the upper and lower hinges correspond to
the first and third quartiles. The whiskers extend to the
largest value of the sample but no further than 1.5 times the
interquartile range from the hinge. Data beyond the whiskers
are outliers and are represented by points. We also report the
median of the sample, represented by a line in the box, and
a 95% confidence interval, represented by notches extending
from the median line. If the notches of two boxplots do not
overlap, we can conclude that the difference between the
medians of the two samples is statistically significant.

The source code, experiment files, and results of all
experiments are available as supplementary material2.

VI. EXPERIMENTAL RESULTS

Figure 3 shows the boxplots of the results obtained in
simulation and reality. The three design methods achieved
similar performance in simulation across the four missions,
despite the fact that Demo-Cho, contrary to Chocolate
and EvoStick, did not have access to the objective function
at design time. Visual inspection of the generated behaviors
in simulation shows that the behaviors generated by Demo-
Cho match the expectations that one might have on the
mission at hand: the robots behave in a meaningful way in
all four missions–see supplementary videos2. It has to be
noted that in the two missions AAC and SCA, the original
objective function does not evaluate only the final position—
i.e., the one illustrated by the demonstrations provided to
Demo-Cho—but is computed cumulatively over the whole
duration of an experimental run. Yet, the performance of
Demo-Cho was not worse than the one of Chocolate or
EvoStick.

The experiments allowed us to gain some insight on the
number of iterations need by Demo-Cho to converge to a
meaningful solution. All in all, the selected number of 50
iterations appears to be a reasonably appropriate choice—
see the supplementary material2. Typically, after the first 10
iterations, the behavior found already reproduces well the
given demonstrations. Further improvement can be observed
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Fig. 3: Experimental results obtained in simulation (narrow white boxes) and reality (wide gray boxes).

(a) HOMING (b) AAC

(c) SAC (d) CFA

Fig. 4: The four missions in reality.

in the following iterations to then become rare after 40
iterations. Future work should be devoted to gain a deeper
insight in the issue by observing the development of the
improvement over an even larger number of iterations.

When assessed in reality, all three methods showed a drop
in performance—as it is often the case in the automatic
design of robot swarms [55]. In the missions HOMING, SAC,
and CFA the three design methods achieved similar per-
formance in reality. In AAC, Demo-Cho and Chocolate
achieved similar performance in reality and outperformed
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Fig. 5: Heat maps of the average weight vectors learned by
Demo-Cho.

EvoStick. On the basis of these results, we can argue that
learning from demonstrations—as opposed to optimizing a
given objective function—does not appear to have any major
impact on the ability of a modular design method to cross
the reality gap.

Figure 5 shows the weights w learned by Demo-Cho,
averaged per mission. Some general observations can be
made for the four missions. For each group of features—
those relating to the same landmark—Demo-Cho tends to



put larger weights on the feature of lower value, that is those
corresponding to the robots that are the farthest from the
landmark. Indeed, minimizing the distance of the farthest
robots also guarantees that the distance of all robots is
minimized. When looking at the weights for the specific
missions, we can observe the following: In HOMING, the
distance to the black region was selected by Demo-Cho as
the most important feature. Albeit to a lesser extent, the
distance to the nearest neighbor was considered important
as well. Thus, the design process rewarded behaviors that
aggregate tightly in the home area. Also in AAC, Demo-
Cho selects the distance to the black region as the most
important feature. Unlike in HOMING, however, the distance
to the nearest neighbor was not considered important; neither
was the one to the white region. For this mission, the design
process rewarded behaviors that aggregate in the target area.
The tightness of the aggregation possibly resulted implicitly,
as all robots must fit in the target area. In SAC, the design
process selected two important features: the distance to the
white region and the one to the nearest peer. The selection
of these two features can be interpreted to describe an
aggregation behavior in the shelter. Curiously, unlike for
the other features, Demo-Cho assigned the highest weight
to the feature associated with the sixth farthest robot from
the white region, rather than the feature associated with the
farthest one. This might be explained by the fact that it is
unlikely that all the robots eventually reach the shelter and
five robots outside the shelter at the end of the experimental
run is a common outcome. Additionally, we observe three
features that Demo-Cho penalizes through the assignment of
a negative weight: the distance of the nearest robot to each
of the black regions. Maximizing the distance between the
nearest robot and a landmark guarantees that the distance
of all robots is maximized. In CFA, Demo-Cho selected
three groups of features as important: the distance to each of
the black regions. In this case, the weights were selected
to favor the presence of the robots nearby each of the
black regions: the highest weight is associated with the
feature corresponding to the distance of robot closest to
the landmark. Additionally, Demo-Cho slightly penalizes the
features corresponding to the distances from the landmark
of the fifth to eighth nearest robots. As a result, the design
process aimed to keep the robots close to the forbidden
areas without favoring an aggregation. Additionally, some
importance is placed on the features describing the inter-
robot distance: a slightly positive weight is associated to the
distance of nearest peers.

The interpretation for the weights is particularly straight-
forward for HOMING, AAC, and SAC, while it is less
intuitive for CFA. Indeed, in CFA, one could have expected
more emphasis on the inter-robot distance and the penal-
ization of the distance to the forbidden areas. Nonetheless,
excluding two outliers, the performance achieved by Demo-
Cho in this mission is satisfactory and the behavior of the
robots appears to be meaningful at visual inspection—see
supplementary videos2.

VII. CONCLUSIONS

In this work, we have presented Demo-Cho, an automatic
method for designing control software of robot swarms
that combines inverse reinforcement learning with auto-
matic modular design. Instead of optimizing an explicitly
defined objective function, Demo-Cho generates control
software based on provided demonstrations. In our experi-
ments, Demo-Cho was able to create satisfactory behaviors
to perform four missions that were previously studied in
the literature. Expressing a desired outcome in terms of
a mathematical function is unintuitive and requires the at-
tention of an expert. Specifying desired behaviors through
demonstrations is natural and intuitive and could allow even
end users without any technical expertise to specify their
desired behaviors.

In the experiments presented in this paper, we accept the
original assumption made by the proponents of the missions
that the objective function accurately specifies the desired
behavior. We therefore use this objective function for the
final assessment of the behaviors produced by Demo-Cho
on the basis of the given demonstrations. However, this way
of assessing performance is viable only for missions that
already have been specified via the definition of an objective
function. A general protocol to assess behaviors generated
from demonstrations could be defined on the basis of an
appropriate metric that measures the degree of similarity be-
tween the given demonstrations and the generated behavior.
Yet, the goal would not be to reproduce the demonstrations
but to generalize with respect to them. An appropriate
protocol could take take inspiration from the classical cross-
validation and leave-one-out procedures typically adopted in
machine learning.

A protocol should also be defined to compare in fair way
methods based on demonstrations with traditional ones that
optimize a given objective function. The latter clearly have
an advantage on the former, which have to infer an objective
function from the given examples. An appropriate protocol
should test also traditional methods on an objective function
other than the one they used at design time. For example,
two experts might define one objective function each. One
of these objective functions could be used by the traditional
methods in the design phase; and the other could be used to
test both traditional methods and demonstration-based ones.
This would put the two methods on the same foot for what
concerns the evaluation.

In the future, we will extend Demo-Cho to missions that
can be represented through the final position of elements
other than the robots—e.g., objects to be clustered, gathered,
spread in the environment. Additionally, we will investigate
the minimum number of demonstrations necessary to design
a desired behavior and more generally, the impact the number
of demonstrations and their diversity have on the quality of
the behaviors that can be obtained.
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