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et de Développements en Intelligence Artificielle
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The goal of this short document is to sketch some ideas that I plan on developing
formally in a forthcoming publication. I focus here on the automatic design
of robot swarms and, specifically, on the empirical assessment of automatic
design methods. For an introduction to swarm robotics, I would refer the reader
to Dorigo, Birattari, and Brambilla (2014); for a review of the literature, to
Brambilla et al. (2013) and to Garattoni and Birattari (2016); for a discussion on
the automatic design of robot swarms and for a sketch of the domain literature,
to Francesca and Birattari (2016) and to Birattari et al. (2019).

In this document, I consider the case in which a mission is given and one
wishes to estimate the expected performance of an automatic method for the
optimization-based design of the control software of a robot swarm that is
deemed to perform the given mission. The performance that one would observe
is a stochastic variable and therefore estimating its expectation is a reasonable
goal. The expectation should be computed with respect to all the sources of
randomness involved in the process. The sources of randomness are the follow-
ing:

The realization of the design process: the design process is stochastic in
nature. If it is performed multiple times, it will (likely) produce different
instances of control software.

The realization of the execution: the performance of a given instance of
control software is clearly a stochastic quantity. If the same instance of
control software is executed multiple times, the performance observed will
(likely) vary.

Having stated this, it is clear that, if one runs the automatic design method
once on the given mission, and then executes once the control software gener-
ated by the automatic design method, the performance observed is an unbiased
estimation of the expected performance of the design method at hand on the
given mission. It is also clear that such an estimation based on a single run of
the design process and a single execution will have a (possibly) high variance.
It is legitimate to consider such an estimation as poor and unsatisfactory.

The widely accepted practice is to observe the performance over multiple
runs (of the design process and/or of the generated control software) and report
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the average. Other statistics can be considered and might be even more ap-
propriate under some circumstances. In the following, we will assume that the
expected value of the performance is the quantity that one wishes to estimate,
and we will therefore focus on the average as a relevant statistic.

Taking for granted that multiple runs are needed to reduce the variance,
the questions that arise are: How many design processes should one run on the
given mission? How many times should one then execute each of the instances of
control software produced? The obvious answer would be: the more the better!
Indeed, by increasing indefinitely the number of design processes performed
and the number of evaluations of each instance of control software generated,
the variance of the estimation would converge to zero. In practice, one has
typically (if not always) to face practical constraints that limit the number of
experiments that can be performed. Indeed, running experiments with robots
is time consuming and could demand a large amount of resources.

It is realistic to assume that an upper bound N is given on the number of
execution, that is, the number of experiments that one can run with the robots.
It is also realistic to assume that the number of execution is the real bottleneck
in terms of resources demanded. Indeed, running experiments with the robots
is a labor-intensive activity and the really expensive and time-consuming part
in the research on the automatic design of control software for robot swarms.
On the other hand, the design process is fully automatic and multiple processes
can run in parallel on a high-performance computing cluster. We can assume
that the cost (in abstract terms: time and resources) of running a design pro-
cess is negligible compared to the one of running robot experiments. We also
assume that, before running a design process on the given mission, we do not
have any prior information 1. on how well the control software we can generate
automatically will perform and 2. on what will be the variance of the perfor-
mance. An experimental design for estimating the expected performance of a
design method on a given mission, with the constraint that a maximum number
N of executions can be performed, can be formally described by a pair 〈d, n〉,
with d · n ≤ N : the expected performance is estimated on the basis of d design
processes (to generate d instances of control software) and n executions of each
of the d instances of control software generated.

It has to be noticed that any pair 〈d, n〉 yields an unbiased estimate of the
expected performance. Yet, different pairs might differ for what concerns the
variance of the estimate they yield.

THEOREM. Under the assumptions made above, given that a maximum num-
ber N of executions can be performed, the experimental design described by the
pair 〈d, n〉, with d = N , and n = 1, is the one that minimizes the variance of
the estimate.

A proof will be provided in a future publication. It will be formally identical to
the one I previously provided for a very similar (formally identical) estimation
problem that emerges in the assessment of heuristic algorithms for combinatorial
optimization (Birattari, 2004; Birattari, 2009). Also in that case, the expected
value of a quantity has to be estimated empirically and the expectation has
to be computed with respect to two probability measures, which describe two
sources of uncertainties. For the time being, I refer the interested reader to the
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aforementioned original publications to gain an insight in the structure of the
proof.

The same conclusion that the pair 〈N, 1〉 is the one that minimizes the
variance is relevant also in the case one wishes to compare the expected perfor-
mance of two design methods—the reasoning can be generalized to more than
two design methods, as well. When two methods are considered, the reasoning
presented above applies to the estimation of the expected value of the difference
between the performance of the control software produced by the two methods
under analysis.

It should be noticed that, in the setting described above, the naive approach
that is often adopted and that consists in running multiple executions of the
same instance of control software hides some catches that could lead to mislead-
ing results. In particular, it could lead to wrong conclusions when two (or more)
design methods are compared. By taking n� 1, one runs the risk of undersam-
pling the space of the realizations of the design processes and oversampling the
one of the executions. Let us consider the comparison of two design methods, A
and B. Let us make the hypothesis that, on the mission at hand, the expected
performance of A is better than the one of B. Let us also make the hypothesis
that some realizations of the design process of B produce an instance of control
software that performs better than the one produced by some realizations of
the design process of A. This is perfectly possible, and typically very likely,
as the variance involved in an automatic design process is often quite large. If
the experimental design adopted undersamples the space of the realizations of
the design processes so as to allow multiple execution of the same instances of
control software, the risk exists that the sample over-represents the realizations
of the design process that are favorable to B. If this happens, as n� 1, the risk
exists that the observed performance difference, which will be wrongly in favor
of B, is eventually statistically significant. By undersampling the space of the
realizations of the design processes and oversampling the one of the executions,
the confidence level imposed does not apply anymore to the overall estimation of
the differences but rather to the performance of the specific instances of control
software produced by the few realizations of the design processes that have been
sampled.

The above reasoning could possibly appear clearer if we push things to the
extreme. Let us sample a single realization of the design processes (d = 1) and
use all the N evaluations available to test the single pair of instance of control
software obtained—one for A and one for B. The confidence level will refer to
the performance difference of the specific instances of control software produced
by the single realization of the design processes sampled for A and B—rather
than to the expected performance difference between A and B across all possible
realizations of their respective design processes, as we intend. If we happen to
sample a pair of realizations of the design processes (one for A and one for B)
for which the instance of control software produced by B performs better than
the one produced by A, we will observe a performance difference that is in favor
of B. If N is sufficiently large, the difference will be statistically significant and
we will wrongly conclude that B is better than A. Clearly, this does not extend
to the whole set of realizations of the design processes. The result obtained will
be wrong (at least with respect to the estimation we intend to perform), even if
statistical significance is detected. If d = N (and consequently n = 1), the issue
does not arise and the confidence level applies indeed to the significance of the
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difference across the whole set of possible realizations of the design processes
of A and B. In this case, if statistical significance is detected, the conclusion
to which we get is correct—within the margins of the confidence level, as usual
when we perform a statistical test of significance.

To conclude, under the assumptions stated in the document, the experimen-
tal design that minimizes the variance of the estimation is the one in which the
largest possible number of missions is considered, and in which therefore each
instance of control software produced is tested only once. Future work will be
devoted to elaborating the ideas sketched here and to providing formal proofs.
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